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Chapter 1
Introduction

1.1 The Microwave Limb Sounder experiment

EOS MLS is a successor to the MLS experiment [Waters et al., 1999; Barath et al., 1993] that formed
part of the Upper Atmosphere Research Satellite (UARS), launched in September 1991 [Reber, 1993;
Reber et al., 1993]. The instrument is designed to study aspects of the chemistry and dynamics of
the atmosphere, from the upper troposphere to the mesopause. The microwave heterodyne technique
is employed to observe thermal microwave emission from the Earth’s limb in several spectral bands,
designed to characterize emission from O2 (used to obtain temperature and pressure information), O3,
H2O, ClO, HCl, HNO3, N2O, CO, OH, SO2, BrO, HOCl, HO2, HCN and CH3CN.

EOS MLS is one of four instruments on the EOS Aura spacecraft. The launch of the Aura platform
is planned for July 2004. Aura will fly in a 98◦inclined orbit, at a nominal height of 705 km, with a
nominal orbital period of 98.9 minutes.

1.2 The aims of this document

This document describes the theoretical basis for the ‘retrieval’ algorithms to be used in the routine
processing of data from the MLS instrument. The task of the retrieval algorithms is to convert cali-
brated MLS measurements of thermal limb emission into estimates of geophysical parameters such as
temperature and composition.

The MLS calibrated radiance observations are known collectively as Level 1B data. Level 2 data
typically describe vertical profiles of retrieved geophysical parameters at the nominal footprint of the
MLS instrument. A description of the algorithms used to convert Level 1B to Level 2 data forms the bulk
of this document. Level 3 data describe profiles of geophysical parameters on regular latitude/longitude
grids. Most of the Level 3 products are generated by the application of gridding and/or averaging
algorithms to the Level 2 data.

Some of the species MLS is designed to measure have very low mixing ratios and/or weak emission
lines. This leads to a comparatively poor signal to noise ratio for the corresponding MLS radiance
observations and resulting individual profiles of Level 2 data. The most scientifically useful observations
of these ‘noisy’ products from MLS will be in the form of averages such as monthly mean maps or daily
or monthly zonal means. These can be produced by appropriately averaging together individual Level 2
profiles. However, an alternative approach that amounts to directly retrieving these products from the
Level 1B radiances can also be used. As this produces a Level 3 product it is strictly speaking part of
the Level 3 processing, however, as it is based on retrieval calculations it is described in this document.

1.3 Related Algorithm Theoretical Basis Documents

An overview of the MLS instrument and data processing operations is given in Waters [2004]. The
algorithms used in the Level 1 processing to calibrate the raw observations of microwave radiance made
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Chapter 1. Introduction

Table 1.1: A list of the geophysical products produced by the algorithms described in the docu-
ment. For a definition of the terms used see Waters [2004]. The products listed in bold type are the
standard MLS data products, those in non-bold type are additional ‘diagnostic’ products produced
by the algorithms. All the products, both standard and diagnostic, are produced using the same
algorithms. The ‘diagnostic’ products are produced for special scientific and/or diagnostic pur-
poses. Products marked † may be better processed using the ‘noisy’ products algorithm to produce
Level 3 data for some or all of their vertical range, although Level 2 data for these will be produced
routinely. Those denoted [phase] are named after their retrieval ‘phase’. See section 6.4.2 for
details. The SO2 products, marked ‡, are not expected to be produced routinely by the software,
unless significant volcanic activity has occurred and enhanced abundances are anticipated.

Geophysical products:

Temeprature
Temperature-[phase]
GPH
H2O
H2O-[phase]
H2O-190
RHI
RHI-[phase]
RHI-190
HNO3
HNO3-190
HNO3-240
HNO3-640
O3
O3-190
O3-240

O3-640
O3-2T5
HCl
HCl-640
ClO
ClO-190
ClO-640
N2O
N2O-190
N2O-640
OH†
OH-2T5†
HO2†
HO2-640†
BrO†
BrO-640†

CO
CO-240
HOCl†
HOCl-640†
HCN†
HCN-190†
CH3CN†
CH3CN-190†
CH3CN-640†
SO2‡
SO2-190‡
SO2-240‡
SO2-640‡

by the instrument are described in Jarnot [2004]. An important component of the Level 2 processing
algorithms is the forward model; the theoretical basis for this aspect of the data processing is given in
Read et al. [2004], with additional information on special calculations required for the case of emission
from mesospheric O2 given in Schwartz [2004]. The impact of clouds on MLS observations and the use
of MLS to measure cloud properties is described in Wu and Jiang [2004]. The gridding and averaging
process used to convert most Level 2 data to Level 3 are given in Jiang [2004]. The precisions to be
expected from the EOS MLS observations of geophysical parameters are given in Filipiak [2004].

1.4 EOS MLS data products for which this document applies

The algorithms described here are used in the production of all the EOS MLS Level 2 products except
those related to cloud composition. For a complete list of the products see Table 1.1.

2
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Chapter 2
Overview of EOS MLS Level 2 data processing

Most of this document describes the algorithms used in the production of the Level 2 data. This chapter
gives a brief overview of the components of the algorithms and the software that implements them.

2.1 The aims of retrieval theory

The methods used to convert remote measurements of radiation emitted by the atmosphere into estimates
of geophysical parameters are known as retrieval algorithms. Retrieval theory is a well-established
field in atmospheric science and is covered in the standard literature [Rodgers, 1976, 1990, 2000]. A
mathematical discussion of retrieval theory is given in Section 3.2. This section gives a brief outline of
the fundamental principals involved.

In a retrieval algorithm a quantity known as the state vector is used to describe the current knowl-
edge of the state of the atmosphere and relevant aspects of the instrumental calibration and state (known
collectively as the measurement system). Typically the state vector is initialized with a priori infor-
mation such as climatological datasets. Given the state vector, a forward model calculation can be
applied to predict what radiances the instrument would observe, were the measurement system in the
state described by the state vector. By comparing these predicted radiances with the radiances actu-
ally observed, and by making use of additional information provided by the forward model calculation
(namely derivatives of radiance with respect to the state vector), the retrieval algorithm computes a better
estimate of the state vector, i.e. one for which the predicted radiances will be closer to those observed.
Often retrieval algorithms use an iterative approach to continuously refine the state vector until appro-
priate convergence has been achieved. For various reasons, including numerical stability, most retrieval
algorithms include virtual measurements. These are typically a priori estimates of the contents of the
state vector; usually, but not in all cases, the same estimates are used as initial values in the iterations.

2.2 Structure of the Level 2 data processing software

The main components of the Level 2 data processing software are shown in Figure 2.1. The principal
components are the retrieval and forward model calculations described above. Before these are invoked,
operational meteorological data are combined with climatological datasets and a priori knowledge of
the state of the instrument, in order to construct an initial value for the state vector. In addition to
the retrieval and forward model calculations, further processes produce other products (such as cloud
parameters, tropopause pressure and stratospheric ozone column abundance). All these results are then
output as Level 2 data along with appropriate diagnostics.

2.3 Output of Level 2 software

The most important output of the Level 2 software is the ‘Level 2 Geophysical Product’ (L2GP) files.
These contain vertical profiles of retrieved atmospheric species (Temperature, ozone abundance etc.) on
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Chapter 2. Overview of EOS MLS Level 2 data processing

Operational
meteorological

data
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calculation
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output
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output

Initial state

Final state, diagnostics

Current state

Estimated radiances

Figure 2.1: This figure shows the essential components and data flow for the EOS MLS Level 2
data processing software.
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2.4. Heritage of the MLS retrieval algorithms

fixed pressure surfaces, spaced along the Aura orbit track, following the MLS measurement footprint.
Each of the ‘standard products’ listed in bold in table 1.1 are output in a separate L2GP file. In addition,
another L2GP file known as the ‘DGG’ (Diagnostic Products on a Geophysical Grid) file contains all
the other ‘diagnostic’ products listed in table 1.1, along with other quantities that while not strictly
describing geophysical parameters such as species abundances, are usefully stored on pressure surfaces
like other L2GP quantities.

Another diagnostics file, the L2AUX-DGM file (Level 2 Auxiliary data on a Miscellaneous Grid),
contains other diagnostic parameters, particularly those quantities that are stored on a ‘minor frame’
basis (see chapter 3 for more details of these). A similar file is the L2AUX-CLDfile which contains some
diagnostic information specific to MLS observations of cloud. The software also produces L2FWM files
which contain radiance estimates from the forward model corresponding to the output data products.
More details of the data files associated with each stage of the MLS data processing are given in Waters
[2004].

2.4 Heritage of the MLS retrieval algorithms

The EOS MLS instrument is a successor to the MLS instrument that formed part of the Upper Atmo-
sphere Research Satellite (UARS) mission, launched in September 1991. The data processing algo-
rithms envisaged for EOS MLS have essentially the same theoretical basis as those implemented for
UARS MLS (notably those used to produce the latest version, v5, of the UARS MLS dataset). For in-
formation on the earlier versions of the MLS retrieval algorithms see Fishbein et al. [1996]; Froidevaux
et al. [1996] and Waters et al. [1996]. The version 5 data processing algorithms for UARS MLS are
described in Livesey et al. [2003].

While the theoretical foundation of the EOS MLS retrieval algorithms is the same as that of the
UARS algorithms, several aspects of the EOS MLS instrument design and intended scientific use differ
from those of the UARS instrument, necessitating a somewhat different implementation of the algo-
rithms.

The most significant of these differences is that the UARS MLS instrument observes limb emission
in a direction perpendicular to the spacecraft flight direction, while the EOS MLS instrument observes
emission from the region of the atmosphere directly ahead of the satellite. This geometry can, if properly
exploited, yield significantly more information about the horizontal atmospheric variability along the
measurement track. In order to capitalize on this information a very different approach to the retrieval
process is required.

Another factor is that UARS MLS was designed to study processes mainly in the upper stratosphere.
In recent years, scientific studies have become increasingly focused on the lower stratosphere and upper
troposphere. The EOS MLS instrument targets this region specifically by the use of high bandwidth
radiometers. Such observations, however, can be affected by the presence of clouds (though not to
the same degree as observations made using infrared/visible techniques). In addition, in these regions,
the retrieval problem is typically more non-linear than in the upper stratosphere, due to the increased
optical depth of the atmosphere at the wavelengths under consideration. This increased non-linearity
necessitates the use of more advanced forward model calculations than used for UARS MLS.
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Chapter 3
The EOS MLS measurement system

This chapter outlines the physics behind the limb sounding technique and derives the algebraic expres-
sions used in retrieval calculations. The aspects of the MLS instrument design that are relevant to the
retrieval algorithms are summarized. The chapter then considers in detail how the state vector used in
the MLS retrieval algorithms is constructed, and considers some implications of the MLS observation
geometry.

3.1 The physics of limb sounding

Limb sounding of the atmosphere is a well established technique whereby the emission (or absorption
in the case of occultation measurements) of electromagnetic radiation from the atmosphere at the limb
of the earth is observed from a satellite platform. The radiance I observed by the instrument is given by
the integral form of the radiative transfer equation

I =
∫

t

∫

�

∫

ν

A [ν,�(t)]
{

I∞(ν,�)τ (ν,∞) +
∫ s=0

s=∞
τ (ν, s)

d B [ν, T (s)]
ds

ds
}

dν d� dt, (3.1)

where ν is frequency and � is solid angle, with A (ν,�) describing the instrument’s spectral and field
of view response, and �(t) describing the movement of the MLS field of view as a function of time.
I∞(ν,�) represents the background emission, in this case the microwave background field. s is the
distance along a given ray path, where the spacecraft is at s = 0; T (s) is the atmospheric temperature
along this ray path. B(ν, T ) is the blackbody function, which describes the thermal emission of the
atmosphere as a function of temperature and frequency (for this discussion local thermodynamic equi-
librium has been assumed, and the effects of scattering have been neglected.) The quantity τ describes
the transmission of the atmosphere from the point s to the spacecraft. This is defined by

τ (ν, s) = exp

[
−
∫ s ′=0

s ′=s
k
(
ν, T (s ′), f (s ′)

)
ρ(s ′) ds ′

]
. (3.2)

The quantity k is the absorption coefficient as a function of frequency, temperature and atmospheric
composition described by the function f (s ′). ρ(s ′) is the atmospheric density.

3.2 Introduction to retrieval theory

Equation 3.1 gives an expression for the observed radiance as a function of the state of the atmosphere
(i.e. its temperature and composition). The aim of the algorithms described in this document is to invert
this calculation and obtain an estimate of the state of the atmosphere based on the observed radiances.
Retrieval theory, the method by which these inverse calculations are constructed, has a great heritage
in the remote sounding field (see Rodgers [1976, 1990, 2000]). The essential details of the subject,
required for the MLS Level 2 algorithms, are given here.

6
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3.2. Introduction to retrieval theory

3.2.1 The state vector, measurement vectors and χ 2

It is clearly impossible to invert Equation 3.1 to obtain the functional form of the atmospheric tempera-
ture and composition profiles, as this would involve obtaining infinite degrees of freedom from a finite
series of measurements. The problem can only be solved if a state vector is used. The state vector
x is an n element vector that describes aspects of the atmosphere and measurement system that affect
the radiance measurements. Typically the state vector contains profiles of temperature and composition
represented by a finite set of vertical levels. By describing the state using a vector with a finite number
of elements, the retrieval task has been made tractable.

Measurements are also grouped into vectors, yi . Multiple vectors are used, as this explicitly indicates
which sets of measurements are independent (i.e. have no covariance), and which are interdependent.
For example, it is possible that radiometric noise may be correlated from channel to channel within an
MLS spectral band, but not between radiometers. In such a case, one could choose to use separate vec-
tors to represent the radiances from each band. Further reasons for this separation will become clearer
when we introduce the concept of virtual measurements below. The covariance of the measurement
vectors is represented by the matrix Si . In many cases, the measurement covariance matrices are purely
diagonal. While it would be possible thus to split the corresponding measurement vectors up into sepa-
rate one-element vectors, the grouping will typically be maintained for clarity. The computer programs
that implement the retrieval algorithm ensure that unnecessary calculations are avoided in these cases,
by considering only the diagonal elements of the matrix.

A key component of the retrieval algorithm is the forward model, a calculation that gives an estimate
of the radiances that would be observed by the instrument, were the atmosphere in the state give by x.

ŷi = fi(x), (3.3)

where ŷi denotes an estimate of the vector yi . These functions are typically discrete forms of the
radiative transfer integration in Equation 3.1. The aim of retrieval theory is to seek a value of the state
vector that is a ‘best estimate’ of the true state of the atmosphere. The ‘best estimate’ is defined as that
which most appropriately fits the observed measurements, by giving the minimum value of the quantity
χ2, defined by

χ2 =
∑

i

[yi − fi(x)]T S−1
i [yi − fi(x)] . (3.4)

This expression is simply the vector form of the more familiar definition of χ 2 in the scalar case as∑
i ([oi − pi ]/si)

2, where o is the observed measurement, p is the prediction, and s is the standard
deviation of the uncertainty in the observed data. In this case, the differences between the measured and
fitted observations are weighted according to their covariances, and summed.

3.2.2 Gauss-Newton iteration

Many different techniques exist for finding the minima of quantities such as χ 2. The most commonly
used method in retrieval algorithms is the Gauss-Newton minimization, which gives an iterative expres-
sion for the best estimate of x according to

x(r+1) = x(r) −
[
∇

2χ2]−1
∇χ2, (3.5)

where ∇ is the vector derivative operator

[∇]i = ∂

∂xi
, (3.6)
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Chapter 3. The EOS MLS measurement system

and ∇
2 is the matrix second derivative operator

[
∇

2]
i j = ∂2

∂xi∂x j
. (3.7)

Note that much of the retrieval theory literature refers to the retrieved estimate of the state vector as x̂,
with x describing the unknown true state of the atmosphere. However, in this document, due to the large
number of subscripts, superscripts and diacritics that x will soon gain, the ‘hat’ has been omitted for
clarity. The exception is in Section 3.2.6 where the distinction between x and x̂ is important.

The parenthetical superscripts indicate values from different iterations. The vector calculus identi-
ties shown in Appendix C.1, when applied to Equation 3.4 give

∇χ2 = −2
∑

i

KT
i S−1

i [yi − fi(x)] (3.8)

∇
2χ2 = 2

∑

i

KT
i S−1

i Ki , (3.9)

where
Ki = ∂fi(x)

∂x
(3.10)

are known as the matrices of weighting functions (in some literature referred to as the Jacobians) for the
measurement vectors.

The Gauss-Newton iteration can thus be expressed as

x(r+1) = x(r) +
[∑

i

KT
i S−1

i Ki

]−1∑
KT

i S−1
i

[
yi − fi(x(r))

]
. (3.11)

The covariance matrix of the solution can be shown to be given by

Sx =
[∑

i

KT
i S−1

i Ki

]−1

. (3.12)

Note that higher order terms (i.e. those involving ∂Ki/∂x) are neglected here. This approximation
is generally acceptable except in situations known as ‘large residual’ problems, [Rodgers, 2000, for
example] where the full Newtonian iteration method is required.

3.2.3 The need for virtual measurements

The matrix to be inverted in equation 3.11 is often known as the matrix of normal equations – a term
arising from the ‘least squares’ family of problems. In many cases this inversion is impossible as the
normal equation matrix is singular. This indicates that the ‘direct’ measurements (radiances etc.) have
provided insufficient information to completely determine the state vector; there are some components
(or, more correctly, eigenvectors) of the system about which no information has been obtained.

One solution to this problem is to introduce virtual measurements. These are additional measure-
ment vectors included in the retrieval calculation in order to assure successful matrix inversion, and to
ensure reasonable values for comparatively poorly-measured aspects of the system. In the MLS case, as
is typical, these virtual measurements take the form of a priori estimates of the state vector or individual
components of the state vector, constructed from datasets such as climatologies. The covariance of the
a priori information is often chosen so as to limit the amount of bias it introduces in the resulting state
vector.
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3.2. Introduction to retrieval theory

Introducing a priori information in this manner can sometimes lead to incorrect interpretation of
retrieved results. The covariance of the retrieved state vector should always be compared with the
a priori covariance; if only a small amount of error reduction has been achieved, this indicates that
the direct measurements (i.e. radiances etc.) have failed to contribute significant information to the
knowledge of the state vector.

In order to simplify most later expressions in this document, the a priori information is explicitly
separated from the other measurement vectors. The a priori state vector is denoted by a, with covariance
given by the matrix Sa. The forward model for this quantity is simply fa(x) = x giving a corresponding
K matrix equal to the identity. This gives a modified form of Equation 3.11 as

x(r+1) = x(r) +
[

S−1
a +

∑

i

KT
i S−1

i Ki

]−1 {
S−1

a
[
a − x(r)]+

∑

i

KT
i S−1

i

[
yi − fi(x(r))

]
}

. (3.13)

The solution covariance in this case is given by

Sx =
[

S−1
a +

∑

i

KT
i S−1

i Ki

]−1

. (3.14)

In some retrieval situations there are elements of x for which the use of an a priori as a virtual mea-
surement is inappropriate; for these elements, the corresponding rows and columns of S−1

a are set to
zero1

3.2.4 Use of virtual measurements to ‘smooth’ retrieved profiles

Covariance matrix approaches

In addition to the diagonal elements of the Sa matrix which specify the a priori variance of each element
of the state vector, it is possible to use off-diagonal terms to describe correlations to be expected between
adjacent elements (e.g., vertical levels). Terms such as these can be used to favor solutions where
retrieved atmospheric profiles are smoother. This can be desirable when the vertical levels in the state
vector are finer than the effective vertical resolution of the measurement system. In such cases the
observed radiances may be equally well fitted with either smooth or oscillatory profiles. Smoothing
terms such as these can be used to favor profiles that are arguably a more realistic reflection of the true
atmospheric state.

Often off diagonal terms are of the form

[
Sy
]

i j =
√[

Sy
]

ii

[
Sy
]

j j exp

(
−
∣∣zi − z j

∣∣
h

)
, (3.15)

where i and j are indices of related elements of the state vector (for example two points in the temper-
ature profile). zi and z j are their heights in some appropriate unit, and h is some characteristic length
scale in that unit. Such terms arise from considering the profiles as Markov chains and amount to a
constraint on the first derivative of the profile with respect to z. Such terms were used in the version 5
algorithms for the UARS MLS data processing.

1Note that strictly speaking, this makes S−1
a singular, but it is never directly needed in any of these algorithms.
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Chapter 3. The EOS MLS measurement system

The Tikhonov approach

For EOS MLS a different smoothing constraint is typically imposed. The Tikhonov method [Tikhonov,
1963] can be used to impose constraints on higher order derivatives of profiles. Let us consider a
simple case where the n element state vector x describes a single vertical profile of one species (e.g.
Temperature) on evenly spaced levels. The ‘second order’ Tikhonov method constructs an (n − 2) × n
matrix P as

P =




− 1
4

1
2 − 1

4 0 . . . 0 0 0 0
0 − 1

4
1
2 − 1

4 . . . 0 0 0 0
...

...
...

...
. . .

...
...

...
...

0 0 0 0 . . . − 1
4

1
2 − 1

4 0
0 0 0 0 . . . 0 − 1

4
1
2 − 1

4




(3.16)

The n − 2 element vector d = Px is then a measure of the second derivative of x with respect to
level (i.e., approximate height, though it is affected by the vertical spacing). We can use this to construct
another virtual measurement that ‘the second derivative of x with respect to height should be small’.
This adds terms such as xTPTPx to the expression for χ 2. Typically some weighting of these terms is
required, perhaps one that varies with height (i.e., level). This can be obtained by premultiplying P by a
diagonal (n − 2) × (n − 2) matrix W to get a scaled ‘regularization’ matrix R (an alternative viewpoint
is that the matrix WTW is the error covariance for the virtual measurement that d ' 0). In addition, it
is often preferable to impose the smoothness constraint on the deviations of the state vector from the a
priori vector, rather than on the state vector itself.

The Gauss-Newton iteration then becomes

x(r+1) = x(r) +
[

S−1
a + RTR +

∑

i

KT
i S−1

i Ki

]−1

{
S−1

a
[
a − x(r)]+ RTR

[
a − x(r)]+

∑

i

KT
i S−1

i

[
yi − fi(x(r))

]
}

, (3.17)

with the solution covariance now given by

Sx =
[

S−1
a + RTR +

∑

i

KT
i S−1

i Ki

]−1

(3.18)

The Tikhonov method can easily be extended to higher order derivatives, and to state vectors con-
taining heterogeneous data (e.g., temperature and composition), where constraints are imposed on in-
dividual species, but not between species. The P matrix for the qth derivative is (n − q) × n, and is
formed from the normalized order q binomial coefficients.

Section 4.2.6 describes the application of Tikhonov constraints to the MLS retrieval system, in
particular its implementation in both the horizontal and vertical directions.

3.2.5 Retrieval phases and errors on constrained quantities

In many cases, the retrieval calculations are performed in separate phases, with the results from one
phase being used in the forward model calculations for later phases. For example, in the UARS MLS
data processing algorithms, a retrieval of temperature and tangent point pressure was obtained from the
63 GHz O2 radiances. These results were then used in retrievals of the constituent information from the
other spectral bands.
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3.2. Introduction to retrieval theory

However, when performing a retrieval calculation in separate phases, the measurement covariance
matrices Si should be modified to allow for the fact that there are uncertainties in the knowledge of the
previously-retrieved quantities. In the case of the example above, the error estimates for the radiances
in, say, the ozone band should be inflated to account for our uncertainty in the previously retrieved
temperature and tangent pressure. The modification should be made according to

Si → Si + Ki[c]ScKT
i[c], (3.19)

Sc describes the covariance of the quantities c that were previously retrieved (i.e. the covariances ob-
tained from Equation 3.18,) and the matrices Ki[c] are the weighting functions for these quantities, such
that [

Ki[c]
]
α j = ∂ (yi)α

∂c j
, (3.20)

where α and j are matrix and vector indices. This calculation is sometimes referred to as constrained
quantity error propagation.

As described in Section 3.2.1, in many retrieval problems the measurement covariance matrices
are diagonal (or can be assumed to be diagonal to a reasonable level of approximation.) This is the
case for most of the MLS spectral bands (see the discussion in Sections 3.5.3 and 3.5.4). If a diagonal
covariance matrix can be assumed, then computation time can be saved by optimizing the algorithm to
take advantage of this fact. However, a constrained quantity error propagation calculation will typically
produce a new set of measurement covariance matrices that are not diagonal. As these measurement
covariance matrices have to be inverted as part of Equations 3.17 and 3.18, this can represent a significant
amount of computational effort. In particular, in the case where the number of measurements greatly
exceeds the size of the state vector (as in the MLS case), it is generally preferable to avoid constrained
quantity error propagation. Instead, the most efficient approach is to retrieve the state of the entire system
simultaneously, using all available measurements. In this manner, the measurement covariance matrices
Si remain diagonal. This does not preclude the use of phasing, however. Phases can be implemented
in a different manner, such that more quantities are added to the state vector in each phase, rather than
considering a completely different set of quantities each phase. Sections 4.4.2 and 6.4.2 deal with these
issues in more detail.

3.2.6 Diagnosing retrieval performance

Averaging Kernels

When examining the results of a retrieval calculation it is important to check the retrieved error estimates
and compare them with any a priori information as outlined in Section 3.2.3. One way to do this
comparison is to look at the averaging kernel matrix. This is defined as

A = ∂ x̂
∂x

=
[

S−1
a + RTR +

∑

i

KT
i S−1

i Ki

]−1∑

i

KT
i S−1

i Ki , (3.21)

where for the sake of this discussion, x is the true state vector, and x̂ is the retrieved state from Equa-
tion 3.17. A describes the sensitivity of the retrieval to the true atmospheric state, as opposed to its
sensitivity to the virtual measurements. One could consider it as the ‘ratio’ between the information
contributed by the direct measurements alone and the total contributed by both the direct and virtual
measurements.

Columns of the A matrix represent the response of the retrieval system to a ‘delta function’ distur-
bance in the atmosphere (i.e. a change in a single element of x.) Rows of the matrix indicate the amount
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Chapter 3. The EOS MLS measurement system

each element of the true state vector has contributed to the retrieved estimate. The form of the averaging
kernel rows provides a very useful description of the measurement system, and quantities such as the
full width at half maximum of these rows are often invoked as metrics of resolution.

The use of χ 2 as a diagnostic

In addition to examining these quantities, the χ 2 value for a retrieval (or for each measurement vector
independently) should also be examined. Ideally, the value of χ 2 should be comparable to the total
number of real measurements. It is often divided by this number to yield a number that should be
around one.

A significantly large value of χ 2 indicates that the radiance measurements have not been fitted to a
sufficient level of accuracy. This can be due to errors in the forward model, or poor convergence in the
retrieval algorithm. A significantly small χ 2 on the other hand usually indicates that the measurement
precisions used are too pessimistic.

3.2.7 Other minimization techniques

In many cases, (e.g. for some of the MLS observations) the retrieval calculation is sufficiently linear that
a small number of Gauss-Newton iterations can yield the correct result. However, in some cases, such as
those where the system is moderately non-linear, and the initial value of the state vector is comparatively
far from the solution, other techniques may be more appropriate.

The steepest descent approach is a simple algorithm that makes small steps each iteration in the
direction of the steepest descent of the cost function (χ 2 in this case.)

x(r+1) = x(r) − λ−1
∇χ2, (3.22)

where λ is a scalar value describing the size of step to be taken. This is typically a slow algorithm, as it
takes no advantage of possible linearity in the system.

The Marquardt-Levenberg approach is faster, as it is a combination of the ‘cautious’ steepest descent
method and the ‘aggressive’ Gauss-Newton method. As the iterations proceed, and the solution is
approached, the steps taken each iteration typically become smaller, making linearity an increasingly
better assumption, and allowing the minimization to become more aggressive. The iterations proceed
according to

x(r+1) = x(r) −
[
λI + ∇

2χ2]−1
∇χ2. (3.23)

For small values of λ this is equivalent to the Gauss-Newton iteration in Equation 3.5, while for large
values of λ this is equivalent to steepest descent with a small step size.

Before a retrieval step is taken, it is possible to predict the value χ 2 would have at the new location,
were the system truly linear (see Appendix C.3). A comparison of this value with that obtained once
the step is taken yields a good measure of the non-linearity of the system. This information can be
taken into account when choosing a value of λ for the next iteration. More details of this are given in
Appendix F.

3.3 MLS Radiance measurements

The MLS instrument makes observations of microwave radiation in many different regions of the spec-
trum, in the frequency range from 118 GHz to 2.5 THz. The instrument consists of seven microwave
radiometers, covering five different spectral regions. The signals from the radiometers are passed on to
various spectrometers. The spectral coverage of the instrument is shown in Figure 3.1. In the MLS data
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3.3. MLS Radiance measurements

processing, radiance is measured in Kelvins and considered to be a brightness temperature. This is a
quantity proportional to the observed radiance, which – in the long wavelength limit – is equal to the
temperature a blackbody filling the MLS field of view would need to have to produce the same radiance.

In the standard operational mode, the instrument makes one complete vertical scan of the GHz and
THz antennae over tangent heights between the surface and 95 km in ∼20 s (the GHz and THz scan
rates differ somewhat to allow the THz antenna to spend more time observing the upper stratosphere
than the GHz). Approximately 4.7 s are spent in calibration and antennae retrace activities, giving a
repeat period of about 24.7 s. Each scan/calibrate/retrace activity is called a major frame. The 20 s limb
scan is a continuous movement, as opposed to the ‘stop and stare’ scan that was used in UARS MLS.
During the scan, 120 radiance integrations are performed, each of length ∼1/6 s. These integration
periods are known as minor frames. The durations of the major and minor frames vary slightly to ensure
that the latitudinal distribution of the scans is the same from orbit to orbit.

3.3.1 Behavior of the radiances

Figure 3.2 shows a set of calculated radiances from two of the EOS MLS spectral bands. The form
of the radiance curves shown in the left plot is typical of the observations from limb sounding instru-
ments. At high tangent point altitudes (the altitude of the point along the ray path closest to the Earth’s
surface), the atmospheric density along the limb path is very low, so little emission is observed. As
the ray path descends through the atmosphere, emission becomes stronger as the atmosphere becomes
thicker. Eventually, the atmosphere becomes sufficiently opaque that emission from lower regions in
the atmosphere is absorbed by air at higher altitudes, and is thus never observed by the instrument. In
these circumstances the radiances are said to be saturated or blacked out; this is the cause of the knee
in the radiance curves. The saturated radiances are a measure of the temperature of the region of the
atmosphere where the saturation takes place. Sometimes, the radiances continue to increase or decrease
slightly as the tangent ray path is scanned further down. This is a geometrical effect. As the ray de-
scends, the path length to a given height decreases; thus the saturation occurs at a different height in the
atmosphere, leading to slightly different radiances, depending on the form of the temperature profile.
The channels closer to the line centers saturate at higher altitudes than those on the wings of the lines,
as the absorption at the frequencies closer to the line centers is stronger.

The curves shown in the right plot in Figure 3.2, corresponding to the 183 GHz H2O observations,
show a slightly different behavior. In this case two separate saturation process occur. This is simply
explained by the fact that these observations are made by a ‘double sideband’ radiometer. The MLS
radiometers work on the microwave heterodyne technique; they output an intermediate frequency (IF)
signal, corresponding to the observed signal with the local oscillator (LO) frequency subtracted. The
negative frequency components are folded over into positive IF space with a 180◦ phase shift. This is
described in Figure 3.3. The intermediate frequency signal is given by

〈Intermediate frequency signal〉 = α 〈Upper sideband signal〉 + β 〈Lower sideband signal〉 . (3.24)

The sideband fractions, α and β are measured during prelaunch calibration.

3.3.2 The importance of tangent pressure

As shown in Figure 3.2, the radiances observed by MLS depend strongly on the atmospheric pressure
at the ray tangent point. This is due both to the large increases in atmospheric density with decreasing
altitude, and to the fact that the spectral lines being measured are, at most altitudes, pressure broadened
(an effect caused by molecules colliding with other molecules while emitting). At higher altitudes (in
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(a) R1A:118.B1F:PT. (b) R2:190.B2F:H2O.

Figure 3.2: (color) These plots show example radiance profiles for two different spectral bands
in EOS MLS. The R1A:118.B1F:PT band is targeted at an O2 line, and used to measure tem-
perature and tangent pressure. The R2:190.B2F:H2O band is used to measure H2O. Only the
radiances for the first 13 channels in each band have been shown. The red lines correspond to the
channels closest to the centers of the spectral lines; the purple lines correspond to those on the line
wings. See Appendix E for a description of the EOS MLS signal designation nomenclature.

the mid to upper mesosphere), pressure broadening becomes less significant, and Doppler broadening
due to the distribution of molecular velocities takes over as the dominant effect.

The use of tangent pressure is slightly complicated by the fact that the MLS instrument performs
a continuous scan. The quantity stored in the state vector represents the tangent point pressure at the
center time of the integration period. Currently, the forward model does not account for the motion of
the tangent point during the scan, as the impact on the radiances is generally insignificant.

Quantities such as radiance and tangent pressure are somewhat distinct from explicitly geophysical
quantities, such as temperature and composition, in that they are to a greater or lesser extent dependent
on the state of the instrument (e.g. the pointing of the antenna.) These are often referred to as minor
frame quantities, in that they vary from one MLS minor frame to the next. Where it is useful to draw
distinctions between such quantities and strictly geophysical parameters, an arrow will be drawn over
the relevant symbol, thus the tangent point pressure for minor frame i would be represented by the
symbol Epi .

3.4 Geometric measurements

In addition to microwave radiances, the MLS instrument’s knowledge of the altitude of the limb tangent
point Eh i , can be considered as a measurement. Given knowledge of the tangent point pressures Ep, the
atmospheric temperature profile as a function of pressure T (p), and the altitude h 0 of a fixed pressure
surface p0, a hydrostatic integration will serve as a forward model for such measurements.

Eh i = h0 −
∫ Epi

p0

R(p)T (p)

g(p)p
dp, (3.25)

where g is the acceleration due to gravity and R is the atmospheric gas ‘constant’.
The use of the additional information provided by these measurements is essential to supplying

tangent pressure information in regions where the radiances are largely independent of pressure such as
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Figure 3.3: This figure shows the action of the microwave heterodyne technique. The observed
radiances are combined in a non-linear element such as a diode, with a Local Oscillator (LO)
signal. The resulting Intermediate Frequency (IF) signal is a combination of the signals in the
upper and lower sidebands.

the lower altitude regions where the radiances are saturated, or the upper altitude regions where spectral
lines are Doppler broadened rather than pressure broadened.

There is, however, a complication, due to the refraction of the tangent ray by the atmosphere, which
leads to a difference between the true ray tangent point altitude and the ‘unrefracted’ tangent point
altitude as determined by geometry and reported by the instrument. The magnitude of this refraction is
a function of atmospheric density (and thus temperature and pressure), and humidity. It is possible to
‘invert’ the effects of this refraction and convert our hydrostatic estimate of the tangent point altitude to
the same ‘unrefracted’ view held by the instrument scan encoder. However, this inversion itself involves
a complex series of iterations. A simpler approach is to consider the effect of refraction on the direct
measurements that are the MLS tangent height observations.

This effect leads to a conceptual problem with the measurement system, in that the measurements
depend on the value of the state vector, which is not strictly speaking valid in retrieval theory (only
the predicted measurements obtained from the forward model should depend on the value of the state
vector.) This is really only a matter of semantics; the situation can easily be remedied by defining
the measurement as a scan residual, the difference between the hydrostatic and geometric / refraction
calculations of tangent point altitude, defining the values of this measurement to be zero. A forward
model is used to compute this difference. The covariance matrix for this measurement is constructed
as a diagonal matrix, with the diagonal values being based on the precision expected for the Level 1B
tangent point altitude data, and no off diagonal correlations. Full details of the hydrostatic calculations
are given in Read et al. [2004]. In the software implementing these algorithms it is the geopotential
rather than the geometric height of the reference pressure surface that is included in the state vector, as
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3.5. Construction of the MLS ‘state vector’

this is the more useful retrieved quantity.

3.5 Construction of the MLS ‘state vector’

Section 3.2 gave an introduction to the concept of the ‘state vector’, the vector x that describes all
the aspects of the atmosphere and measurement system that can affect the direct measurements. The
construction of the state vector is an essential part of the design of any retrieval system; its contents
need to be chosen carefully to provide a complete set of independent parameters that describe the whole
system. This section discusses the construction of the state vector for the MLS retrieval system.

Full details of the state vector used in the ‘launch ready’ version of the software that implements
these algorithms are given in Appendix B.

3.5.1 State vector selection methodology and implementation

The construction of the MLS state vector is performed by studying the measurement system with refer-
ence to a set of simple criteria.

Firstly, the experimental objective is placed in the state vector. That is, profiles of atmospheric tem-
perature T, geopotential height Z and composition (concentration of targeted gases) f on fixed pressure
surfaces.

At this point, any superfluous information in the state vector is removed. In this case the temperature
information is redundant with most of the geopotential height profile as, given profiles of temperature
and one geopotential height, the entire Z profile could be computed using hydrostatic balance. For this
reason, the vector is reduced so as to contain the geopotential height of only one pressure surface.

Next, the primary source for direct information about the state vector is identified. In the MLS case,
this direct information is the radiance observations EI and the scan residual measurements Er.

The next set of quantities to be placed in the state vector represents any additional information
needed in order to characterize the direct measurements. In this case, it is clear that tangent pressure
information for each radiometer is essential if forward model estimates are required for both radiances
and scan residual measurements. In order that the calculations may be more linear, this quantity is
represented by the vector Eζ = − log10

[
Tangent pressure / hPa

]
.

This whole process is somewhat iterative, in that these new quantities may themselves be dependent
on further additional information. For example, the estimates of tangent pressure for each radiometer
can be dramatically improved given knowledge of the angular offsets between the various radiometers
and/or modules in the case of the GHz/THz module offsets. Thus these offsets are included in the state
vector. These offsets are essentially constant, although in the case of the offset between the GHz and
THz modules, there may be a slight orbital dependence. Additional redundancy may develop as more
quantities are introduced into the state vector. It is important to recognize the source of this redundancy
and attempt to eliminate it. A pictorial representation of this whole process, as applied to the EOS MLS
measurement system is given in Figure 3.4.

As the state vector is constructed, attention needs to be paid to the possible need for a priori values
for the elements added. In the case of the Eζ components, any a priori values would need to be based on
the observed Level 1B tangent point height information. Clearly, as these heights are being used (in the
form of geopotential heights) as direct measurements as described in Section 3.4, the use of an a priori
virtual measurement for Eζ would result in the use of the same information twice. In fact, an a priori
estimate for Eζ is unnecessary, as the measurement system already has enough information to completely
describe Eζ . The Level 1B tangent point height and the temperature elements of the state vector provide
enough information to describe values of Eζ even in cases where all the radiances for a given minor frame
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are missing. However, it is still desirable and correct to use this same height information in forming an
initial guess for Eζ .

3.5.2 Representation within the state vector

As described in Section 3.2.1, the state vector is designed to represent the functional form of the atmo-
spheric temperature and composition. In the MLS case, this functional form is constructed using a set
of basis functions. For example, in the case of the atmospheric temperature profile, the state vector is
defined according to

T (z) =
∑

i

Tiηi(z), (3.26)

where z is the log pressure vertical coordinate2 and T (z) is the functional form of temperature. Ti are
the components of the state vector describing the temperature, and ηi(z) are the basis functions.

For most of the MLS species, the n basis functions η0 . . . ηn−1 are defined as

ηi(z) =





1 if (i = 0 and z < z0) or (i = n − 1 and z > zn−1),
zi+1−z
zi+1−zi

if zi ≤ z < zi+1,
z−zi−1
zi −zi−1

if zi−1 ≤ z < zi ,

0 otherwise

(3.27)

A sample set of such functions is shown in Figure 3.5. These functions give a profile whose func-
tional form is equivalent to linear interpolation in z between the values Ti on surfaces zi , with no extrap-
olation beyond z0 or zn−1.

For some species, this linear interpolation form may not describe the true atmospheric profile with
sufficient accuracy. An example of this is the case of tropospheric H2O concentration. The vertical
profile of H2O in the upper troposphere shows rapidly decreasing abundance with increasing altitude.
Such variations are better described by a basis that uses linear interpolation in log mixing ratio.

3.5.3 Continuum emission and ‘baseline’

Most of the MLS observations rely on measurements of spectral contrast, that is, the retrieval algo-
rithms determine the atmospheric composition by effectively comparing the radiances near the center of
a spectral line with those in the wings. The absolute value of the radiances observed is not typically as
important a factor in the MLS measurement system. There are many factors that determine such spec-
trally flat contributions to the MLS radiance observations. The term ‘flat’ in this context implies signals
that may vary between the spectral bands, but will vary only slowly within the bands. Unexplained
spectrally flat signals can arise in the measurement system from many different sources; these broadly
divide into instrumental and forward model factors.

Instrumental contributions include unmodeled blackbody emission from the MLS antenna, and un-
certainties in the knowledge of the instrumental field of view. In the case of the field of view, an
important factor is the uncertainty in the signal received through sidelobes of the antenna pattern.

One mechanism whereby spectrally flat errors can be introduced into the forward model calculation
is continuum emission, absorption or scattering by species whose abundance is not known to a high
enough accuracy, and/or whose emission is not well known at the frequencies under consideration (for
example water vapor in the lower stratosphere / upper troposphere.) While the water vapor profile from

2Do not confuse z with Eζ ; z is a fixed vertical coordinate, Eζ is a set of state vector elements describing the pressure at the
limb path tangent points.

18
chapter3.tex v1.19
July 19, 2004 EOS Microwave Limb Sounder



3.5. Construction of the MLS ‘state vector’
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Figure 3.4: A pictorial representation of the EOS MLS state vector selection process
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Figure 3.5: (color) This figure shows an example of the representation bases used in the MLS
state vector. The functions ηi are shown by the colored lines, corresponding to log pressure heights
zi . The vertical resolution need not be constant; in this case, the resolution halves for the layer
z3 → z4.
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3.5. Construction of the MLS ‘state vector’

about 500 hPa upward can be measured by MLS, it may not be known sufficiently well to account
precisely for the spectrally ‘flat’ radiance at the lower altitudes with an accuracy that is consistent with
the MLS measurement accuracy.

It is possible to model these errors through the use of off-diagonal terms in the MLS radiance
measurement covariance matrices. However, as explained in Section 3.2.5, the computational effort
required when dealing with such covariance matrices is vast. A more practical approach is to include
elements in the state vector that model such effects, and retrieve them. This is the solution adopted in
the MLS processing.

There are several possible approaches to modeling such spectrally flat contributions. For UARS
MLS the state vector included a ‘baseline’ term for each band, which was a spectrally flat radiance
added to all channels in a band, with independent values for each minor frame. For EOS MLS this
would be somewhat less desirable, as the large number of minor frames would make this one of the
larger components of the state vector. Instead, the current approach has a vertical baseline profile as a
function of pressure for each radiometer. This is then interpolated to the minor frame tangent pressures
in the state vector to determine the baseline to add.

While such a term can be useful for capturing instrumental artifacts, it is not so adept at dealing with
atmospheric and spectroscopic problems. For example, if a thin cloud is present in the upper troposphere
its impact on radiance observations with tangent pressures in the upper troposphere will depend on the
optical depth of the channels in question. Only those channels optically thin enough to see down into
the upper troposphere will be impacted by the cloud; those channels that saturate in the stratosphere or
above will not be effected. However, a spectrally flat ‘baseline’ term would add uniformly to all the
radiances regardless of optical depth.

An alternative approach that accounts for such effects is to include in the state vector a vertical profile
of the mixing ratio of a fictitious species that has an extinction coefficient of unity at all frequencies.
Optically thick radiances will, as with any atmospheric species, not be affected by changes in this
parameter below the region where radiance saturation occurs. The drawback of this representation is
that the impact of this parameter is very non-linear, especially when a negative abundance is required to
best match the signals (as the contributions of this parameter to the radiances are of the form exp [−x].)
Experience from testing of the EOS MLS algorithms has shown that this property makes the use of this
parameter undesirable.

Other families of state vector elements are under consideration for later versions of the MLS data
processing that may retain the property of accounting well for optical depth, while having a more linear
impact on the MLS radiances.

3.5.4 Other sources of correlated radiance error.

In addition to the ‘baseline’ terms discussed above, there are additional mechanisms that can produce
correlations in the errors on MLS radiance measurements. One such is the so-called 1/ f noise described
in Jarnot [2004]. In most cases, this effect is well modeled by the retrieval of the baseline terms described
above. One possible exception may be cases where the spectral signal being sought is very weak. These
are the measurements that will be used to derive the ‘noisy’ products. For a full description of the issues
involved with these measurements, see Chapter 5. Another source of correlated errors in radiances may
be the use of an interpolated value of the space radiance described in Jarnot [2004] to calibrate individual
MLS radiance observations. Clearly, uncertainty in the knowledge of the true space radiance will yield
correlated uncertainties in the observations of limb radiances.

Several of the spectral bands in the MLS instrument overlap, as shown in Figure 3.1, for example
R2:190.B2F:H2O and R2:190.B3F:N2O. The noise on the MLS radiances is dominated by noise
from the radiometers, rather than noise from the individual spectrometers. This means that there will be
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a strong correlation in the errors on individual radiances from these two bands. If this is not modeled
correctly, the retrieval algorithm will draw false inferences, believing it has two independent measures
of the atmosphere, when in fact their noises are identical.

A full, non-diagonal, treatment of such cases is impractical, as described above. However, there
are two possible alternative solutions. One could approximate the covariance matrix by increasing all
the diagonal elements by a factor of

√
2. This prevents the retrieval algorithm from reading too much

into the measurement system, but is an approximation, as it does not indicate the coupled nature of the
problem. The prefered approach is simply to use data only from one of the two channels in regions
of overlap. Typically one would choose to keep the channels with higher frequency resolution. There
would probably remain either small regions of overlap, or small gaps, due to the lack of complete
alignment in the channels for the two bands, but these are of little consequence.

The spectral response of the MLS signal channels is not completely rectangular as it would be in the
ideal case. This leads to a very slight overlapping of spectral response between adjacent channels. While
the detailed spectral response of the channels is considered fully in the forward model calculations, the
small level of correlated uncertainty the overlap produces can safely be neglected in the retrieval error
budget, as the overlap is very small.

3.5.5 A note on ‘state vectors’ and ‘retrieval vectors’

So far the discussion in this section has assumed that all of the elements of the state vector will be
retrieved by the MLS data processing algorithms. In reality, as described in Section 3.2.5, the retrieval
algorithm will proceed in separate phases. For example a retrieval of temperature and pressure may be
followed by a retrieval of tropospheric humidity and ozone abundance, followed in turn by a retrieval of
stratospheric composition. Thus, as the retrieval progresses, some elements of the state vector may be
constrained to values, either taken from a prior phase, or from some a priori information, as described
in Section 3.2.5.

In the context of the standard literature (e.g., Rodgers [1976, 1990]), the ‘retrieved’ and ‘con-
strained’ quantities are distinguished by defining the forward model as

ŷ = f (x, b) , (3.28)

where the vector b describes the quantities that are constrained. In this notation, the ‘state vector’
described in this section would be the combined vector [x, b] (some times called the ‘forward model’
vector), while the ‘retrieval vector’ would be the vector x alone.

In most of this document the distinction is unnecessary, so the term ‘state vector’ will be used to
loosely refer to either the ‘retrieval vector’ or the ‘forward model’ vector.

3.6 Observation geometry

The EOS MLS instrument observes radiances emitted from the limb of the earth in the plane described
by the spacecraft orbit. This contrasts with the UARS MLS instrument, which observed limb emission
perpendicular to the flight direction. This observation geometry has far reaching implications for im-
proving the retrieval algorithms, best explained with reference to Figure 3.6. This figure makes it clear
that the radiances observed in an individual limb scan are a function of the temperature and composition
of the atmosphere over a range corresponding to several adjacent Level 2 profiles. In the UARS MLS
case, while the horizontal scales involved were similar, spherical symmetry was assumed, as there was
no direct way to obtain information about the horizontal variability of the atmosphere along the line of
sight. Some instruments such as the Improved Stratospheric And Mesospheric Sounder instrument on
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3.6. Observation geometry

UARS [Taylor et al., 1993], which had the same measurement geometry as UARS MLS, adopted a two
pass approach, whereby the profiles obtained from a first pass retrieval were mapped onto a grid. The
horizontal gradients of this gridded field were then used as a priori information in a second pass of the
retrieval process [Dudhia and Livesey, 1996].

In the EOS MLS case however, with the instrument looking along the flight direction, much more
information on the horizontal variability of the atmosphere along the line of sight can be obtained.
Spherical symmetry need no longer be assumed, and the retrieval task can be structured to account for,
and provide information on, horizontal variability along the line of sight. The issues raised by this are
covered in detail in the next chapter.

3.6.1 ‘Fundamental’ coordinates

In constructing the state vector, it is very important to recognize which sets of quantities are indepen-
dent, and which are related. For example, many of the aspects of the MLS measurement system are
functions of earth radius and the acceleration due to gravity g for a given altitude. However, both of
these quantities are themselves functions of latitude (and to a lesser extent, longitude.) It is important to
acknowledge this interdependence; otherwise, the retrieval process can exhibit unphysical behavior due
to the double bookkeeping taking place. The way to get around this problem is to construct a set of fun-
damental coordinates for the system. It is these coordinates that are then held constant when computing
partial derivatives in the forward model.

Clearly, the development so far indicates that pressure is the most appropriate fundamental coor-
dinate in the vertical direction. This does introduce additional complexity in the forward model, as
changes in temperature as described on a pressure grid will, through hydrostatic balance, lead to a
change in the altitude of that grid, and thus, changes in parameters such as g.

The appropriate horizontal coordinate should account for the inclination of the Aura orbit and the
oblateness of the Earth. It is desirable to use a coordinate system within which the MLS scans are
relatively evenly spaced, as many of the quantities used in the forward model will be precomputed on
regular horizontal and vertical grids. Clearly latitude is not an appropriate candidate, as the scan spacing
is not constant in latitude. In fact, at high latitudes there is a degeneracy in the latitude coordinate, due
to the inclination of the orbit. For EOS MLS, the coordinate φ (the geodetic great circle angle along the
orbit track), described in Figure 3.7, will be used as a fundamental coordinate.
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limb ray path 

Non-refracted

Cross section

orbital plane
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of standard geoid
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φ

Figure 3.7: The observation geometry of MLS is affected by the oblateness of the earth, and the
inclination of the orbit. The main part of this figure shows a cross section in the 98◦ inclined orbital
plane. The master horizontal coordinate, φ, is defined as the angle between the normal to the geoid,
normal to the limb ray path, and the equator. The radius of the orbit and the oblateness of the Earth
have been exaggerated for clarity.
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Chapter 4
The EOS MLS Level 2 data processing algorithms

Section 3.6 discussed the details of the EOS MLS observation geometry. A key point is that radiance
observations from one scan are dependent on the state of the atmosphere over a horizontal range of order
of a few profile spacings. This fact provides a useful tool for characterizing the details of atmospheric
variability along the spacecraft flight direction, if it is explicitly included in the calculations.

In order to take advantage of this, horizontal homogeneity cannot be assumed in either the forward
model or retrieval processes. The approach taken is to retrieve the data in blocks of contiguous profiles
known as ‘chunks’. Such a calculation is not prohibitive, due to the comparative sparsity of the matrices
involved. This Chapter considers in detail the implementation of the retrieval calculation in this manner.

Other aspects of the implementation of the retrieval calculation are also discussed, including im-
proving the efficiency of the calculation, and its numerical stability.

4.1 A simple one dimensional approach

Before discussing the full two-dimensional MLS retrieval system described above, it should be pointed
out that simpler one dimensional approaches are possible. Equation 3.17, repeated here, gives an itera-
tive expression for the retrieval operation

x(r+1) = x(r) +
[

S−1
a + RTR +

∑

i

KT
i S−1

i Ki

]−1

{
S−1

a
[
a − x(r)]+ RTR

[
a − x(r)]+

∑

i

KT
i S−1

i

[
yi − fi(x(r))

]
}

. (4.1)

It is possible to ignore all the two dimensional issues discussed in Section 3.6. Instead the assumption is
made that one complete scan of radiance observations depends only on one atmospheric profile, and that
horizontal homogeneity can be assumed. This turns the retrieval calculation into N separate individual
profile retrievals, where N is the number of profiles under consideration. This approach corresponds
exactly to the UARS MLS version 5 retrieval algorithm, where retrievals are made independently on
each major frame’s data in turn.

4.2 Structure and sparsity in the MLS retrieval system

The MLS retrieval system processes data in ‘chunks’, with each chunk containing data for a fraction of
a single orbit. For each chunk, the system retrieves data from M major frames worth of radiances. The
state vector for the retrieval consists of N profiles1. The retrieval algorithm is tasked with finding the
optimum value for all the state vector profiles that simultaneously matches the M radiance observations.

1In this discussion the term ‘profile’ (singular) is taken to refer to a complete set of vertical profiles of temperature and
composition for a single location on the globe.
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Time / profiles / scans

Chunk A

Chunk B

xA
[Q−5] xA

[Q−4] xA
[Q−3] xA

[Q−2] xA
[Q−1] xA

[Q] xA
[Q+1] xA

[Q+2]

xB
[−3] xB

[−2] xB
[−1] xB

[0] xB
[1] xB

[2] xB
[3] xB

[4]

Figure 4.1: This figure shows an example of how the MLS profiles are retrieved in chunks. Each
chunk consists of Q profiles, with an additional q profiles of overlap (3 in this case). The total num-
ber of profiles in a chunk N is thus Q +2q. Beyond the end of each chunk, horizontal homogeneity
is assumed; the overlaps are included (where possible) to reduce the impact of this approxima-
tion on the retrieved data. The data in the overlapping regions could be compared for diagnostic
purposes. For example, xA

[Q] should be similar to xB
[0].

In order to overcome edge effects, the chunks overlap slightly, with the retrievals in the overlap regions
discarded.

Typically the horizontal spacing of the state vector profiles is chosen to match the horizontal spacing
of the MLS scans, giving N ' M (with differences between N and M mainly arising from slight
variations in the scan spacing around the orbit). However, this is not a requirement; one could construct
a state vector consisting of two profiles per scan, or one profile every two scans if necessary. In addition,
the horizontal spacing of the state vector may vary from species to species within the vector. For
simplicity, we will consider the N = M arrangement shown in Figure 4.1

For the moment, we for clarity consider a system with only one measurement vector. The state
vector consists of N profiles x[ j ] each of length n. There are additional state vector elements x� that
contain any ‘constant’ quantities such as spectroscopy and instrument calibration (e.g. sideband ratios),
which may be sufficiently uncertain that it is appropriate to retrieve them.

x =




x�

x[1]
x[2]
...

x[N]




(4.2)

The goal of the retrieval algorithm is then to simultaneously obtain values for the entire vec-
tor x. The main part of the retrieval calculation is the computation of the normal equation matrix[
S−1

a + RTR + KTS−1
y K

]
, which is the topic of the rest of this section. The following section discusses

the issues involved in inverting this matrix.

4.2.1 The weighting function matrices

In the same manner as we divided the state vector up in to sub-vectors, the measurement vector can
be divided up into sub-vectors by major frame. Following from this, the weighting function matrix K
can be divided into blocks, each corresponding to the derivative of one major frame’s worth of radiance
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measurements with respect to one state vector profile. Section 3.6 showed that in the N = M case, the
measurements from one scan are affected by ∼ 5 adjacent profiles, 2 either side of the nominal position.
This amounts to saying that the K matrix has a bandwidth p = 2, such that K[α j ] = 0 for all |α− j | > p.
As an illustration, consider a simpler case where p = 1, and N = 6; here the weighting function matrix
has the block structure

K =




× × × 0 0 0 0
× × × × 0 0 0
× 0 × × × 0 0
× 0 0 × × × 0
× 0 0 0 × × ×
× 0 0 0 0 × ×




. (4.3)

The × symbol indicates a non-zero block sub matrix, while 0 indicates a sub matrix that is identically
zero. Each row of the matrix corresponds to a separate scan. The first column indicates the weighting
functions for the x� information, while the remaining columns indicate profiles 1 · · · N . This type of
matrix is known as a singly-bordered (i.e. one column fully non zero) block band diagonal matrix.

4.2.2 The KTS−1
y K matrix

As described in Sections 3.2.1 and 3.2.5 the measurement covariance matrix Sy is diagonal. This gives
a KTS−1

y K matrix that is doubly-bordered block band diagonal with a block bandwidth of 2p. The
example K matrix of Equation 4.3 gives

KTS−1
y K =




× × × × × × ×
× × × × 0 0 0
× × × × × 0 0
× × × × × × 0
× 0 × × × × ×
× 0 0 × × × ×
× 0 0 0 × × ×




. (4.4)

4.2.3 A sequential approach to the problem

The full K matrix in equation 4.3 represents a very large array of numbers, corresponding to memory
usages of order tens of gigabytes. Clearly this too large to be easily stored in memory on any but the
largest of computers. However, it is not necessary that the whole K matrix should be stored simultane-
ously. Let us briefly return to dividing the measurements up into separate vectors y i , and let the division
be by major frame (i.e., scan). Our individual Ki matrices are then just single row blocks from the
matrix in equation 4.3, and represent one N th of the memory storage requirement.

K1 = [ × × × 0 0 0 0 ]
K2 = [ × × × × 0 0 0 ]
K3 = [ × 0 × × × 0 0 ]
K4 = [ × 0 0 × × × 0 ]
K5 = [ × 0 0 0 × × × ]
K6 = [ × 0 0 0 0 × × ]

(4.5)

Our sum over measurement vectors becomes a loop over MLS major frames. For each frame, the for-
ward model radiances fi(x) and weighting functions Ki are computed. Given this, the product KT

i S−1
i Ki

is formed and added to the normal equation matrix, along with the contributions of this major frame
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4.2. Structure and sparsity in the MLS retrieval system

to the
∑

i KT
i S−1

i [yi − fi(x)] term. The normal equation matrix itself is much smaller, typically on the
order of a few hundred megabytes for 15◦ chunks, so storage of this is not a problem for a computer
of a typical caliber. This recasting of the problem does not result in any decrease in the number of
computations required, merely in the amount of memory used.

Note that this loop over scans occurs within the iteration loop. That is to say each iteration involves
a loop over all the major frames in a chunk. In this way it can be regarded as a form of ‘transpose’ of the
one dimensional approach discussed in Section 4.1 where the iterations were carried out on individual
major frames in turn.

For the remainder of this chapter we will return to considering only one measurement vector for
simplicity, while recognizing that the algorithms are implemented in software in the manner described
above.

4.2.4 Sparsity in the individual block sub matrices

As well as being sparse in the block sense, many of the individual submatrices involved in the retrieval
calculation are themselves sparse. However, only when the sparsity in a block submatrix is significant
can appreciable savings be made. For example, while the ∂[Radiance]/∂[Composition] submatrices
will typically be about 50% zero, the possible savings to be made in not multiplying by zero in this case
would easily be outweighed by the burden of storing and perusing the matrix block in sparse form.

One set of block submatrices that will be highly sparse is those involving the tangent pressure Eζ
quantity. Each radiance is only dependent on the tangent pressure for its own MIF. Thus, for a 25
channel filter bank, with 120 MIFs, the full matrix size would be (25 × 120) × 120 = 32 320, however,
only 25 × 120 = 3000 (0.8%) of these values will be non zero. This is significant, as the Eζ quantity,
having 120 elements per scan, has far larger derivative matrices than, say, temperature where 40 – 50
elements per profile are typical.

4.2.5 The a priori covariance matrix

Section 3.2.3 detailed the use of the a priori to ensure the existence of a solution of the retrieval problem.
Section 3.2.4 also detailed how the a priori covariance matrix can be used to apply some smoothing on
the measurement system. The MLS retrieval algorithms do not use this approach, favoring the Tikhonov
smoothing method as described in the next section. Omitting the smoothing terms from the a priori
covariance matrix makes that matrix a purely diagonal one, with the diagonal elements representing the
a priori variance of the state vector element in question. The computation of its inverse and its addition
to the normal equations is therefore a trivial computational step.

4.2.6 The Tikhonov smoothing

Section 3.2.4 gave an introduction to the Tikhonov smoothing approach. In the MLS algorithms the
smoothing is applied both in the vertical and horizontal domain. This leads to two distinct smoothing
matrices Rv and Rh . The Rv matrix describes relationships between data within individual vertical
profiles and is therefore clearly block diagonal. The individual blocks of Rv have the same form as the
P matrix of equation 3.16, scaled by a Wv describing the weight of the vertical smoothing terms in the
retrieval.

The approach to choosing an appropriate value for the Wv is somewhat complex. As the character-
istics of the MLS measurement system (precision and resolution) are a strong function of height, it is
desirable to be able to adjust the smoothing weights for different height regions appropriately. However,
the dimensions of Wv of (n − q) × (n − q) (where n is the number of levels in the profile and p is the
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order of the Tikhonov smoothing) bear little relation to other vectors and matrices in the algorithms, and
do not easily relate to a familiar coordinate system.

In the case of the MLS algorithms, we solve this by defining a n element vector w, which is viewed
as a measure of our a priori estimate of the standard deviation of the vertical qth derivative of the species.
We then form the matrix Wv as a diagonal matrix with the vector obtained from the product abs (P) w
in its diagonal elements (the operation abs (P) in this case indicates the matrix formed by taking the
absolute value of each element of P). This is a simple way to arrive at Wv from a quantity more directly
related to the state vector vertical grid, and can be viewed as a ‘smoothing’ of our weighting. The fact
that Rv is block diagonal implies that RT

v Rv is also block diagonal, making its computation and storage
very efficient.

The matrix Rh is a little more complex, as it describes relationships between adjacent profiles in the
state vector, and thus adjacent matrix blocks. For the second order case it can be expressed in the block
form as the (N − 2) × N matrix.

Rh =




− 1
4Wh

1
2 Wh − 1

4 Wh 0 . . . 0 0 0 0
0 − 1

4Wh
1
2Wh − 1

4Wh . . . 0 0 0 0
...

...
...

...
. . .

...
...

...
...

0 0 0 0 . . . − 1
4Wh

1
2Wh − 1

4Wh 0
0 0 0 0 . . . 0 − 1

4 Wh
1
2 Wh − 1

4Wh




(4.6)

where the n × n diagonal matrix Wh describes as a function of height the a priori standard deviation
of our virtual measurement that the derivative is zero. The complicated approach used to construct Wv

is not required here as there is no desire to change the horizontal smoothing weight in the horizontal
direction, only in the vertical. Extensions to higher order derivatives result in large block bandwidths,
as described in section 3.2.4. As with the K matrix, if R is block band diagonal with a bandwidth of q,
the matrix RTR will be block band diagonal with a 2q bandwidth.

4.3 Inverting the normal equation matrix – Cholesky decomposition

Once formed, the inverse of the normal equation matrix is required in equation 3.17. When solving
matrix equations of the form Ax = b for x, where x and b are n element vectors, and A is an n × n
matrix, one does not necessarily need to compute the matrix A−1. In the case of matrices that are
symmetric and positive definite (i.e., has positive eigenvalues), such as the normal equation matrix, the
Cholesky decomposition approach is appropriate. This expresses the matrix A in terms of the product of
a lower triangular matrix and its transpose,

A = LLT. (4.7)

Computing the Cholesky factor matrix L is a somewhat complex calculation usually involving of order
n3 operations where n is the total size of the matrix [Golub and VanLoan, 1996, for example]. We will
later see that in our case this reduces to Np2n3.

Given this decomposition, the solution to Ax = b can be easily obtained when one recognizes that
equations involving triangular matrices are easy to solve (involving order n 2 computations). We express
our equation as LLTx = b, and define y = LTx. We first solve the triangular system Ly = b for y,
following which we solve LTx = y for x.

In our case, while the full inverse of A is not needed for individual iterations, it is needed at the end
of the calculation, as it represents the covariance of the solution. It can be obtained by solving n Ax = b
problems with b being the individual columns of the n × n identity matrix. An alternative approach
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4.4. Increasing efficiency in the retrieval calculation

Table 4.1: A summary of the operation counts required for each iteration of the retrieval method.
The ‘independent’ method retrieves the N profiles independently, as described in Section 4.1. The
‘full’ and ‘sparse’ methods both retrieve the profiles in blocks of N , the sparse method taking
advantage of the simplicity of the system. The Sy matrix is assumed diagonal; if this is not the case,
the first operation increases by a factor of at least m (possibly Nm.) Less computationally intensive
terms (e.g., the formation of KTS−1

y [y − f]) have been omitted, as have those such as S−1
a which

can be computed outside the iteration loop.

Operation Independent Full Sparse

KTS−1
y K Nn2m N3n2m N p2n2m

Cholesky factor Nn3 N3n3 N p2n3

is to compute the inverse of the matrix L (a simple operation for triangular matrices) and then form
A−1 =

[
L−1

]T L−1. This has the advantage that if only the diagonal elements of A−1 are required (as is
often the case), efficiency can be obtained by not computing the off diagonal elements of this product.

4.4 Increasing efficiency in the retrieval calculation

Even when taking maximum advantage of the sparsity of the matrices involved, the MLS retrieval
algorithm can be a time-consuming calculation. The aim of this section is to consider various approaches
to improving the speed of the calculation, and to outline the manner in which decisions would be arrived
at regarding which compromises are appropriate to achieve a given saving.

4.4.1 Operation counts

The key to the issue of improving the speed of the retrieval calculations is the number of individual scalar
operations required by the algorithm. However, the number of operations required by a calculation does
not directly relate to the time it takes to perform the calculation on a computer. Issues such as cache
filling, parallel processing etc. have a big impact on the efficiency of a calculation. The operation counts
serve merely as a ‘rule of thumb’ measure of the size of the task involved.

Table 4.1 gives a rough summary the number of operations required for the various stages in the
EOS MLS retrieval algorithm. The summary assumes no sparsity within the profile / scan blocks at
either the submatrix level (e.g. no allowance for the fact that ∂[R1A:118.B1F:PT]/∂[ClO] = 0) or
within the submatrices (e.g. the issue with Eζ discussed in Section 4.2.4.)

In the MLS case m � n for all the measurement vectors. From this it is clear that the ability to
assume that Sy is diagonal is crucial if the algorithm is to be efficient. This factor rules out the use
of constrained quantity error propagation as explained in Section 3.2.5. It is clearly more efficient to
attempt to retrieve the whole state vector from every measurement vector simultaneously, as opposed to
proceeding in separate phases and propagating errors for the constrained quantities.

Given that the Sy matrix is diagonal, the most computationally intensive step in the retrieval process
is the construction of the KTSy−1K matrices, taking Np2n2m operations. There are several points of
interest to note about this calculation. Firstly, it is linear in N , that is to say, (ignoring the overlaps)
retrieving 40 profiles in one single chunk will involve the same computational effort as retrieving two
20 profile chunks. This means that the size of N is limited only by the memory capacity of the computer
used, with the limitation being the size of the normal equation matrix and the elements of K corre-
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sponding to one major frame. Secondly, while the operation is linear in m i , it is quadratic in n and p.
While p has a geometrical origin, one source of improved efficiency would be to curtail the bandwidth
considered by the forward model and the retrieval. The length of the state vector, n can also be changed,
being a factor of the vertical resolution and range of the state vector quantities. Being a quadratic term,
a factor of two increase in retrieval performance can result from removing only 30% of the elements
of x. m i can also be changed fairly easily by removing or combining radiances that contribute little
information to the system.

4.4.2 Phasing revisited

Although the use of constrained quantity error propagation has been ruled out on the grounds of being
too computationally intensive, this does not necessarily rule out the use of retrieval phasing. Phasing
can still be a very useful tool in the algorithm. However, unlike in previous descriptions, the previously
retrieved quantities are not constrained, rather new items are added to the pool of retrieved quantities.

In this manner, the more non-linear quantities (tangent pressure and temperature in particular), that
will require more iterations for convergence can be retrieved alone in the earlier phases. The later phases
include quantities such as stratospheric composition, which, if retrieved alone, would require a smaller
number of iterations (1 or 2.) The non-linear quantities are still retrieved in these later phases. However,
as good convergence for these was achieved in the earlier phases, only small revisions should be needed.
By using this scheme, the number of iterations required for the full system should be minimized.

Taking this one stage further, it is also possible in the earlier phases of the retrieval process to
constrain quantities without propagating errors for them, or assuming that the modified Sy matrix is
diagonal. As these early stages are only used to find a suitable starting point for the final ‘full’ retrieval,
there is no need for a comprehensive treatment of the error budget.

It is even possible to conceive of more complex systems whereby the temperature is retrieved at
full resolution in an early phase, and the results output as the standard temperature product. In the later
phases, where composition is the main goal, and temperature is less important (and has little impact on
the radiances), the vertical resolution and/or range of the temperature profile could be decreased in the
state vector, in order to reduce the computation effort.

4.4.3 An ‘Information’ perspective on retrieval issues

The previous sections touched on the mechanisms whereby the retrieval algorithm can be made more
efficient, namely, reducing the size of n or m. Clearly, some metric is needed to indicate which reduction
schemes are preferable. One such metric is the information content of the retrieval system.

The information content of a system is a measure of the size (in fact ‘inverse size’) of the region
in state space within which one is confident that the system is located. This region is described by the
covariance matrix, which describes a hyperellipsoidal region in state space. The volume of this region
is given by the product of the lengths of all the axes of the ellipsoid (give or take factors of π ). These
lengths are given by the square roots of the eigenvalues of the covariance matrix (recall that a covariance
matrix is an inherently ‘squared’ quantity.) Thus the volume of state space is given by the square root of
the product of the eigenvalues of the covariance matrix. Recall that the determinant of a matrix (| · · · |)
is equal to this product.

The information content (H ) of a system is thus defined by the logarithm of the reciprocal of this
volume, i.e.

H = log2

[√
|S|
]−1

= −1
2

log2 |S| = 1
2

log2

∣∣S−1
∣∣ . (4.8)
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4.4. Increasing efficiency in the retrieval calculation

(Recall that |M|−1 =
∣∣M−1

∣∣.) Base 2 is typically used for the logarithm, so that the information content
can be described in terms of the number of ‘bits’ of information available.

In studies of retrieval systems it is useful to consider the information content added by the re-
trieval operation. Combining Equation 4.8 with Equation 3.18, describing the covariance of the retrieved
product, gives the following expression for the information added by a retrieval calculation (recall that
|AB| = |A||B|):

1H = [Final information content] − [a priori information content] (4.9)

= 1
2

log2

∣∣∣∣∣S
−1
a + RTR +

∑

i

KT
i S−1

i Ki

∣∣∣∣∣−
1
2

log2

∣∣S−1
a + RTR

∣∣ (4.10)

(4.11)

In practice, the determinant operation is highly numerically unstable, so it is best to apply a sequen-
tial approach to the calculation of the information content, adding measurements one at a time. The
derivation of this calculation is somewhat complex; see Appendix C.2 for more details.

4.4.4 Vertical resolution

Given that the rate determining step in the retrieval calculation is order n 2m, cutting down the size of
the state vector will give a significant increase in speed. The main way in which to decrease this size is
to decrease the vertical resolution of the geophysical profiles in the state vector. However, too coarse a
resolution will give a deterioration in information content. Figure 4.2 shows the trade-off between the
vertical resolution and information gained for the ozone observations from band R2:190.B6F:O3.

The figure shows that little information is lost by going from twelve to six surfaces per decade for
the O3 profile. Given that this is a factor of two decrease in the state vector length, a quadrupling of
inverse model speed could be seen if this were implemented. If similar savings can be made in all the
other species, significant speed increases could be obtained. In addition, the vertical range of the profiles
could be limited, or the resolution further degraded in certain regions of the profile (for example where
the signal to noise ratio is poor.)

4.4.5 Radiance averaging / limiting

In addition to decreasing the resolution and / or range of the state vector components, the number of
radiances used in the retrieval calculations can be reduced by either limiting the vertical range of the
radiances used, or combining radiances from adjacent minor frames. Again, the information content
of the retrieval system is the metric whereby decisions would be made regarding the most appropriate
strategy. The form of the averaging or limiting would clearly vary from channel to channel, as the
tangent point altitude range over which useful signals are obtained varies from channel to channel (see,
for example, Figure 3.2.)

As a test case, a simple ‘random walk’ type algorithm has been implemented to determine the
most advantageous scheme for a given reduction in the number of radiances used. Figure 4.3 shows
the application of this algorithm to the R2:190.B6F:O3 O3 observations for the case where a 30%
reduction in the effective number of radiances is required.

This example shows that rather than merging radiances from adjacent minor frames, the best way to
reduce the number of radiances used in the retrieval calculation is to use the radiances at the full vertical
resolution available, but over a limited vertical range, which varies from channel to channel.

There are other points of interest to note from this example. For example, while the channel closest
to the line center would be thought to give the most information about the upper regions of the atmo-
sphere, the calculation has chosen to concentrate on the information from the two pairs of channels
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Figure 4.2: This plot shows the trade-off between resolution and information content for a system
measuring O3 from the R2:190.B6F:O3 radiance observations (temperature and pressure are
taken to be perfectly known.) The O3 profile spans 1000 to 0.01 mb.

further away from the line center. This is due to the fact that the line center channel has a smaller band
width and therefore a poorer signal to noise ratio than the channels further out. Figure 4.4 shows the
optimum information content achieved by this search as a function of the fraction of the number of
radiances used in the retrieval calculation.

In addition to averaging together radiances from multiple minor frames, it is also possible to average
together radiances from different channels. While this is not discussed in detail here, a similar approach
to the one outlined above can be used to arrive at optimum averaging schemes. This technique may be
useful when using radiance observations from the digital autocorrelator spectrometers (DACs). These
spectrometers provide ∼2 MHz resolution over ∼10 MHz, for each minor frame. The amount of infor-
mation supplied by these measurements is very small compared to the data volume. Techniques such as
these allow the autocorrelator data to be effectively used.

Note that reducing the size of the state vector can also increase the efficiency of the forward model
calculation. However, reducing the number of radiances used does not necessarily speed up the forward
model, as the field of view and frequency convolution calculations in the forward model require radi-
ances at relatively high resolution over large vertical and frequency ranges, independently of how many
radiances are actually required for the retrieval calculation.
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Figure 4.4: This figure shows the trade-off between the number of radiances used in the
R2:190.B6F:O3 ozone retrieval (at six surfaces per decade) and the optimum information con-
tent that can be obtained from the retrieval system using the given number of radiances.

4.4.6 Implementation of these schemes in the production processing

Section 6.4 details how the algorithms described in this document have been implemented in the ‘launch
ready’ version of the MLS data processing software. In this implementation, the computational effort
involved in the retrieval calculations has been found typically to account for less than 20% of the re-
quired effort, with the remaining time taken up almost entirely by the forward model. Accordingly, the
issues discussed in this section have been given little emphasis in the algorithm development, as they
would not lead to significant increases in overall performance. Instead, emphasis has been placed on
improving efficiency in the forward model computations.

4.5 Numerical stability considerations

The issue of numerical stability is very important in these calculations. The contents of the state vector
represents a huge dynamic range; consider the contrast between the dynamic ranges of temperature
(∼40 K) and ClO mixing ratio (∼ 10−9). Care must be taken to avoid numerical round off errors when
combining such quantities in sums.

The approach taken for the MLS retrieval algorithms is first to scale the measurement vectors by
dividing each element by its corresponding error estimate, yielding a dimensionless value (the weighting
function matrices are also scaled appropriately). This turns the KTS−1

y K calculation into K̃TK̃ where K̃
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is the scaled weighting function matrix (as Sy is diagonal).
Once this scaling is performed, the normal equations can be safely formed. This is because the

terms such as S−1
a and RTR do not involve mixing different quantities within the state vector. Although

the K̃TK̃ terms do involve mixing of different quantities, this is in multiplication rather than addition.
The resulting normal equation matrix does however still contain a large dynamic range (larger than the
original state vector in fact). This needs to be addressed before Cholesky decomposition is attempted.
The approach taken is to divide each row and column of the normal equation matrix by the square root
of the corresponding diagonal element. This yields a scaled normal equation matrix with unity along the
diagonal. Once the solution is obtained in this scaled space, the resulting state vector can be unscaled
appropriately to return it to its appropriate physical meaning.

4.6 Testing for suitable convergence

In a Gauss-Newton iterative minimization, steps are taken on the assumption that the system is linear
and that χ 2 therefore has a quadratic form. At each iteration it is possible to compute the χ 2 value that
would be found at the minimum, were the problem truly linear (details of this calculation are given in
Appendix C.3).

The convergence criterion used in the MLS retrieval algorithm compares the observed χ 2 to that
predicted at the ‘true’ minimum each iteration (χ 2

min), and considers the retrieval converged when these
agree to some appropriate degree. Currently a tolerance value of 2% is used (i.e., iterations cease when
χ2 < 1.02χ2

min). In addition, a hard limit of a fixed number of iterations is also imposed, as there will
be some cases where convergence is hard to achieve, even with many iterations.

Although the Marquardt-Levenberg approach does not rely on assumptions of linearity in choosing
its step, it is still considering the same local conditions, and thus expects the same value of χ 2 to exist
at the minimum, even though it may not choose to step to that location.

4.7 Summary of the retrieval algorithm

For clarity let us summarize all the steps involved in each iteration of the MLS retrieval algorithms. The
algorithm is attempting to retrieve the state vector x given a set of measurement vectors y i describing
observations in different major frames, with associated diagonal covariance matrices S i . The a priori
state is described by the vector a with it’s associated covariance Sa.

1. The first part of the algorithm is the computation of the forward model radiances and deriva-
tives, the χ 2 statistic and the formation of the normal equation matrix, and the S−1

a [a − x] +
RTR [a − x] + KT

i S−1
i [y − f] vector.

The first terms considered in these are the contributions from the a priori. So, S−1
a is added to the

normal equation matrix, and S−1
a [a − x] is added to the vector.

2. Following this, the contributions from the Tikhonov terms are included: RTR is added to the
normal equation matrix, and RTR [a − x] is added to the vector.

3. Any required Marquardt-Levenberg term λI is now added to the normal equations. The choice of
value for λ is discussed in more detail in Appendix F.

4. The contributions from the radiances are then considered. As explained above, this takes the form
of a loop over major frames. So the following stages are performed for each major frame in the
chunk in turn.
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(a) Firstly, the forward model is invoked to get an estimated set of radiances f i corresponding
to yi , and a corresponding set of weighting functions Ki .

(b) The contributions of this major frame to the χ 2 statistic are computed.

(c) Following this yi , fi and Ki are scaled by the measurement noise.

(d) The contributions of this major frame to the normal equation matrix and to the
∑

i KT
i S−1

i [yi − fi ]
vector is computed.

(e) The calculation proceeds to the next major frame.

5. Next we consider the χ 2 statistic arrived at above. For all but the first iteration, this is compared
with that expected at the minimum (computed below); if suitable convergence is achieved, the
iterations are halted and the final solution covariance (or its diagonal) is computed, along with
any requested diagnostics such as averaging kernels.

6. For all but the first iteration, the χ 2 statistic is compared with that which was expected at this loca-
tion (computed below). The level of agreement found is considered when choosing the Marquardt-
Levenberg parameter for the next step.

7. The normal equation matrix is now scaled by its diagonal elements.

8. A Cholesky decomposition is performed on the normal equation matrix.

9. A change to x is computed (and appropriately unscaled), but not yet applied.

10. An estimate is made of the value of χ 2 at both the expected minimum and the current destination.
This is described in more detail in Appendix C.3.

11. The step is taken and we return to the first stage.

There is a slight complication at step 6 where, if χ 2 is found to have increased as a result of the step
taken, the retrieval may choose to retreat to the starting point and attempt a different step. This involves
a slightly more complicated path through the steps above. The strategy for deciding when to do this is
described in Appendix F.
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Chapter 5
Related algorithms for EOS MLS ‘noisy’ products

5.1 Introduction

Some of the molecules EOS MLS is designed to observe have particularly small mixing ratios, and weak
emission lines. The corresponding radiance observations thus have poor signal to noise ratios, leading
to noisy retrievals. For these products, more useful results can be obtained by considering averaged
products, such as daily zonal means, or monthly maps. There are several ways in which to compute
such quantities.

5.2 Possible approaches

One approach is simply to retrieve the products in the same manner as all the others, and then use
whatever averaging technique is appropriate afterwards. The disadvantage of this method is that, unless
special care is taken, the a priori information can significantly bias the results, as it is included in each
separate retrieval. This is the approach taken for the ‘launch ready’ version of the MLS data processing
software (using appropriately large values for the a priori uncertainty for the species of interest).

A second approach is to average the radiances from the relevant bands in whatever manner is appro-
priate, and then to perform retrievals on the averaged radiances. This method has a profound problem
however when the lines of interest are contaminated by strong emission from other, highly variable
molecules. This is the case for example with the BrO observations in R4:640.B31M:BrO, which are
close to a strong O3 line.

5.3 The approach chosen

The best approach to this problem is to retrieve the averaged products as a separate task, after the main
processing has occured. Rather than using averaged radiances as above, however, the full radiance data
set for the relevant band is considered. Consider the iterative retrieval expression given in Equation 3.17

x(r+1) = x(r) +
[

S−1
a + RTR +

∑

i

KT
i S−1

i Ki

]−1

{
S−1

a
[
a − x(r)]+ RTR

[
a − x(r)]+

∑

i

KT
i S−1

i

[
yi − fi(x(r))

]
}

. (5.1)

In the linear (i.e. single iteration, with initial guess x = a) case, this reduces to

x = a +
[

S−1
a + RTR +

∑

i

KT
i S−1

i Ki

]−1∑

i

KT
i S−1

i [yi − fi (a)] . (5.2)
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Chapter 5. Related algorithms for EOS MLS ‘noisy’ products

Now for the case of the noisy products take x to be a specific component of an averaged dataset (e.g. a
single profile corresponding to one latitude in a monthly zonal mean retrieval). Consider the measure-
ment vectors yi to represent each individual scan in the relevant spectral band that contributes to this
component (e.g. all the scans in the latitude range under consideration that month.) The forward models
for each scan use the previously retrieved values for the other molecules and parameters that affect the
radiance measurements (O3, temperature, tangent pressure etc.) as constrained quantities.

It is possible to take this method further by defining x0 as the value of the product retrieved by the
standard Level 2 processing (we shall set aside the two dimensional issues for the moment and consider
only a single profile retrieved from a single major frame). Let the vector b contain all the other aspects
of the state retrieved by the Level 2 algorithms (ozone, temperature etc.).

It is clear therefore that

yi − fi (a, b) = yi − [fi (x0, b) + K (a − x0)] (5.3)

Equation 5.2 then reduces to:

x = a +
[

S−1
a + RTR +

∑

i

KT
i S−1

i Ki

]−1 [∑

i

KT
i S−1

i [yi − fi (x0, b)] − KT
i S−1

i Ki [a − x0]

]
. (5.4)

Accordingly, if the Level 2 software can save the value of the KT
i S−1

i Ki matrix and the KT
i S−1

i [y − fi (x0)]
vector for each retrieved profile, the ‘noisy products’ algorithm need not invoke any forward model cal-
culations. All that is required is that values of the above matrix and vector are collated together appro-
priately, including the correction term KT

i S−1
i Ki [a − x0] where x0 is taken from the standard Level 2

product, and the final state computed as the result of equation 5.4.
Extending this to allow it to follow from a full two dimensional Level 2 calculation is achieved by

defining x to be the mean of all or several profiles in the chunk and collapsing together the appropriate
block columns of the Ki matrices. The issue of errors on constrained quantities has not been considered
for this problem. It is possible that these should be considered, and a non-diagonal form for S i used. This
would make it harder for the ‘noisy products’ algorithm to avoid invoking forward model calculations.
The issue will be investigated when these algorithms are developed.
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Chapter 6
Implementation of the MLS Level 2 algorithms

This chapter describes the implementation and configuration of the MLS Level 2 algorithms as part
of the MLS data processing software. It broadly divides into two parts. The first describes relevant
aspects of the implementation of the algorithms given in chapters 3 and 4 in software, including issues
such as data products, quality control and performance optimization. The second part describes in more
detail the particular configuration of that software chosen for the ‘launch ready’ version of the MLS data
processing system.

6.1 Products from the MLS Level 2 software

As described in chapter 3 the EOS MLS instrument observes the atmosphere in five different regions of
the microwave spectrum (using seven radiometers). Many atmospheric species measured by MLS (e.g.,
ozone, nitric acid etc.) have spectral signatures in more than one of the radiometers. In the absence of
significant systematic errors, the optimum retrieved observations of these species would be obtained by
including in the retrieval calculation all the relevant radiance measurements. Such a data product would
capitalize on the strengths of all the individual radiance observations, and represent the best observation
of that species possible from the MLS data.

However, if systematic biases exist between the observations made by the different radiometers,
these will hinder the ability of the retrieval algorithms to fit the different radiances concurrently. Such
biases may arise due to uncertainties in the relative alignment of the radiometers, or perhaps due to un-
certainties in the spectroscopy of molecules in the various spectral regions. For this reason it is desirable
to retrieve estimates of the species separately from each radiometer, at least until any systematic effects
are sufficiently understood and characterized.

Another reason why such separate products may be useful is that there may be periods where one
of the MLS radiometers is switched off (though there is expected to be enough power available to run
the usual complement continuously). The characteristics of a ‘combined’ product would change sig-
nificantly as a result of such events. Scientists wishing to do detailed studies of trends in atmospheric
species abundances would be better advised to consider the products retrieved from individual radiome-
ter observations as being less sensitive to such changes in instrument configuration.

To avoid confusion for typical users of MLS data, the software will always output a set of ‘standard’
products. In the longer term, it is planned that these would be the results of a simultaneous retrieval
from all the radiometers as described above. However, such a retrieval is considered too ambitious for
the ‘launch ready’ setup. Instead the ‘standard products’ are chosen to be simply a copy of one of the
products retrieved from an individual radiometer. For example, the ‘standard ozone’ product is a copy
of the ‘ozone retrieved from the 240 GHz radiometer’ product.

6.2 Quality control, exception handling and related issues
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Chapter 6. Implementation of the MLS Level 2 algorithms

6.2.1 Quality of retrieved data

In addition to retrieving an optimum state vector, the MLS data processing algorithms compute an
estimated precision for each element of the state vector. This uncertainty is taken from the diagonal
elements of the solution covariance matrix in equation 3.18.

As described in Section 3.2.3, the uncertainty on the retrieved result should always be compared
with the uncertainty given on the a priori information. This comparison, along with the uncertainty
information itself form a major part of quality control. As a simple flag to data users, the uncertainty
is set negative if it is greater than half of the a priori uncertainty. In the longer term, there may be
additional factors chosen to trigger the software to flag data with negative precision estimates, though
none are currently implemented.

Another source of quality control information is the χ 2 information for the radiance measurements.
Cases where the retrieval has failed to converge, or has converged on an inappropriate solution, or where
the radiances are poor for some reason, may be indicated by a high value of χ 2. A complete set of χ 2

statistics are produced by the data processing algorithms, giving the values of χ 2 for each major frames
worth of radiance observations for each band for each phase.

However, these χ 2 parameters are difficult for the typical user of MLS data to interpret. As an aid
to the user, the χ 2 statistics for the radiances thought to be most relevant to the quality of an individual
product are summarized in a parameter called quality, which has one value for each profile for that
product. A value of quality of one would indicate excellent data (i.e., a low χ 2 for the relevant
radiances); values of zero would indicate unacceptable data. The intermediate value of quality that
should be considered as a ‘cutoff’ will be indicated to the users in the data quality document produced
for each version of the MLS software.

In addition to the quality field, a parameter known as status is supplied with every profile of
each species. This is a bit field with each bit indicating a factor users should take into account when
using this profile. Meanings of bits will include ‘do not use this profile’ or ‘this profile may have been
affected by thick clouds’. As with quality, the detailed use of this information will be described in a
data quality document for each MLS data version.

6.2.2 Bad or missing radiances

If a radiance observation is missing or marked bad for whatever reason, it is simply not included in
the retrieval calculation. If several consecutive radiances are missing, such as a whole major frame’s
radiances for a band, retrieval is still possible, as the a priori information, along with information from
the adjacent scans, will influence the retrieval for the corresponding profile. The retrieved uncertainties,
however, reflect the comparative lack of information for the corresponding profile.

If several consecutive major frames’ worth of radiances are missing, the retrieval algorithm takes
this into account when dividing the dataset into chunks, using the boundaries of the region of missing
data as the edges of the chunks.

6.2.3 Numerical exceptions

The retrieval calculations described here are sufficiently well posed and numerically stable (when scaled
as described in Section 4.5) that occurrences such as division by zero, or requesting the square root of a
negative number should never occur. For this reason, no special handling is needed for such events; any
attempt to perform such a calculation will be indicative of a ‘bug’ in the program, and so should simply
bring the processing to an immediate halt with an appropriate error message.
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6.3 Suitability of the software to modern computer architectures

Chapter 4 described how the Level 2 software operates by dividing the input data into chunks of a
fraction of an orbit. It was shown how (neglecting the effect of overlaps), the CPU time required to
process N profiles in a chunk scaled linearly in N . The limiting factor on the size of the chunks therefore
becomes the memory capacity of the computer concerned. It has also been shown that, by looping over
the major frames within a chunk, the storage of the complete matrix of weighting functions is not
required, only those relevant to individual major frames. The main storage limitations then become the
storage of a fraction of the weighting functions, and of the normal equation matrix.

For the retrieval configuration chosen for the ‘launch ready’ software, this equates to a few hundred
megabytes of memory, but generally less than one gigabyte. Additional memory (∼200 Mb) is typically
required for the forward model calculations and calibration/spectroscopy information. This amount of
memory is a perfectly reasonable requirement for the typical contemporary computer and certainly not
an amount usually associated with a ‘supercomputer’.

The computation time is a more significant limitation. It is clearly essential to be able to process a
complete day’s worth of data in less than a day of real time in order to be able to keep up with the MLS
observations. The simplest way to do this is to use a cluster of computers, with each computer in the
cluster tasked with retrieving data from a single chunk. A ‘master’ task overseas the individual chunk
tasks and arranges for the joining together of the results from each chunk into the final product.

6.4 The ‘launch ready’ configuration

As described above, the MLS retrieval algorithms proceed in a series of phases. The software that
implements them is very flexible, and the choice of these phases can easily be changed. This section
describes the configuration of these phases and the products they produce for the v1.4 ‘launch ready’
version of the level 2 software.

6.4.1 Form of the output products

Section 4.4.4 detailed how choice of vertical resolution and range for the retrieved products can improve
the efficiency of the retrieval calculation (forward model efficiency is also related to state vector size).
In practice, scientific factors have been the main basis for choosing the state vector resolution. The
grid chosen is related to the ‘UARS’ pressure levels, having six surfaces per decade change in pressure
starting from 1000 hPa, corresponding to a spacing of about 2.5 km. Above 0.1 hPa, the resolution
decreases to three surfaces per decade change in pressure.

In addition a ‘high resolution’ grid is used for some products, having twelve surfaces per decade
from 1000 hPa to 22 hPa, reverting to the usual grid above this level. The products on this grid are
produced from a special ‘high resolution’ phase of the retrieval designed to retrieve temperature and
water vapor only. At the time of writing, it is not planned to include this phase in the operational
retrieval software, though it may be run for periods of special interest.

All of the geophysical data products are produced on a horizontal grid having exactly 1.5 degree
spacing in orbit geodetic angle (the ‘fundamental’ horizontal coordinate described in section 3.6.1),
centered on the equator. This corresponds to a spacing along the track of around 160 km, and is a good
match for the approximately 1.5 degree spacing of the MLS scans.
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Chapter 6. Implementation of the MLS Level 2 algorithms

6.4.2 The Core, Core+Rn approach

The phasing for the flight-ready algorithms has been implemented in what is known as the ‘Core,
Core+Rn’ approach. Several initial phases constitute ‘Core’, which together arrive at good estimates for
temperature, geopotential height and tangent pressure for the GHz radiances using the ‘R1A’ (118 GHz)
radiance observations. In addition, part of Core retrieves upper tropospheric humidity using some of
the 190 GHz R2 radiances. The later ‘Core+Rn’ phases retrieve temperature, geopotential height and
tangent pressure as in Core, along with species from the various radiometers. For example, ‘Core+R2’
retrieves temperature and tangent pressure, along with H2O, N2O, HNO3, ClO, O3, HCN and CH3CN
from the ‘R2’ (240 GHz) radiometer and the same 118 GHz radiances as used in Core.

Section 4.4.2 described how this approach to phasing – where the state and measurement vectors
are augmented with additional products – is preferable to one where in the later retrievals the species
retrieved earlier (e.g., temperature and tangent pressure) are constrained to the previously obtained val-
ues. In the latter method, either an extremely costly constrained quantity error calculation is required, or
some approximation is needed, which can lead to an inaccurate error budget for the retrieved products.

It is certainly very beneficial to take the former approach when considering tangent pressure which,
as has been explained before, is the main determinant of MLS radiance observations. Taking this ap-
proach also works well for temperature. However, upper tropospheric humidity is a very non-linear
variable and difficult to retrieve under some (notably particularly wet) conditions. It was found in early
testing that continuing to retrieve this in some of the later phases could lead to instability in the retrievals,
which remains to be explored and understood.

Accordingly, our ‘Core’, ‘Core+Rn’ approach is not strictly in line with the description in Sec-
tion 4.4.2, as retrievals of upper tropospheric humidity are omitted in Core+R3, Core+R4 and Core+R5,
and this parameter is constrained to the results of Core+R2. The impact of neglecting error propagation
for the constrained H2O abundances has been shown to be insignificant in pre-launch testing. Figure 6.1
shows the phases implemented in the launch ready version of the software.

More details on the performance of the launch ready software can be found in the data quality
document [Livesey, 2004]. More details of the implementation of the software are given in the functional
requirements document [Livesey, 1999b] and the Level 2 users’ guide [Livesey, 1999a] (currently under
revision).
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.

.

Core Core+Rn

InitPtan
First guesses for
T, p, GPH

InitCloud
Obtain preliminary
cloud flags

UpdatePtan
Refine T, p, GPH

InitUTH
Upper trop. H2O

Core+R2 (190 GHz)
T, p, GPH,
H2O, strat.
species

Core+R3 (240 GHz)
T, p, GPH,
U.T. O3, CO

Core+R4 (640 GHz)
T, p, GPH,
strat. species

Core+R5 (2.5 THz)
T, p, GPH, OH

HiRes (R2, R3 & R4)
High resolution
H2O, T, O3
Plus p, GPH

HighCloud
Retrieve & flag

LowCloud
Low altitude cloud
retrieval

Cloud flags

H2O

Figure 6.1: The phases implemented in the launch ready version of the MLS Level 2 data process-
ing software. The high resolution phase is generally omitted for speed, but may be run for periods
of special interest.
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Appendix A
Algorithms for other MLS products

A.1 Tropopause pressure

One of the diagnostic quantities produced by the MLS Level 2 processing is the pressure at the tropopause.
This quantity is very useful in many dynamical studies undertaken using MLS data, particularly those in-
volving stratosphere/troposphere exchange. There are many different definitions of the tropopause. Cur-
rently the algorithms implement the World Meteorological Organization definition to obtain an estimate
based on retrieved MLS temperature profiles. An alternative convention is the ‘cold point’ tropopause,
which is simply the pressure of the coldest part of the temperature profile.

Other possible definitions that label a particular value of potential vorticity or potential temperature
are often used. However, these definitions are not useful in the context of the MLS Level 2 software,
which is unaware of these quantities. Later versions however may obtain these from meteorological
datasets and produce a corresponding estimate of the tropopause pressure for each MLS retrieved profile.

A.2 Column products

In addition to providing profiles of atmospheric species, the Level 2 processing also outputs stratospheric
column abundances of selected species (e.g. ozone.) These are obtained by integrating the abundance
profiles from the tropopause (as obtained above) to the top of the retrieval range, and then converting
the product into appropriate units (e.g. Dobson units).

The full details of the calculations can be found in the next section, which is a modified reproduction
of an earlier document by W.G. Read and J.W. Waters.

A.3 Column abundances of MLS profiles.

This is to document expressions for column abundances in the vertical profiles retrieved from MLS.
Let N(z1, z2) be the vertical column of molecules (per square meter) between heights z 1 and z2.

This is given by:

N(z1, z2) =
∫ z2

z1

f (z) n(z) dz, (A.1)

where f (z) is the volume mixing ratio at height z of the species being considered, and n(z) is the total
(‘air’) number density at z.

We convert to pressure p, which is the vertical coordinate for MLS retrievals, by using hydrostatic
equilibrium:

dp(z) = − ρ(z) g(z) dz, (A.2)

46
appendix1.tex v1.11
July 19, 2004 EOS Microwave Limb Sounder



A.3. Column abundances of MLS profiles.

where ρ(z) is the mass density of air at z and g(z) is the gravitational acceleration. Converting from
mass density ρ to number density n, and neglecting the small variation1 in g, (A.2) becomes

dp(z) = − M g
A

n(z) dz, (A.3)

where M is the ‘effective’ molecular weight of air and A = Avogadro’s number (6.022×1023 molecules
/ mole). Using n(z) dz from (A.3) in (A.1) gives

N(z1, z2) = N(p2, p1) = A
Mg

∫ p1

p2

f (p) dp, (A.4)

where p1 is the pressure at z1 and p2 is the pressure at z2, and it is assumed that p1 > p2.
If the mixing ratio f (p) is a constant between p1 and p2 then equation (A.4) becomes

N(p2, p1) = A
Mg

f 1p (A.5)

= (6.022×1023 molecules/mole)
(28.97 g/mole)(9.71 ms−2)

f
(
1pkg m−1 s−2

)
(A.6)

= 2.14×1024 f 1p molecules/m2 (for p in Pascals) (A.7)

= 2.14×1026 f 1p molecules/m2 (for p in hPa), (A.8)

where

1p def= p1 − p2, (A.9)

g = 9.71 m/s2 (representative of 45◦ latitude and 30 km altitude) and 28.97 g/mole for the molecular
weight of air2 have been used in (A.6). For f = 1 we obtain the vertical column of ‘air’ and (A.8)
shows that an air layer of ‘thickness’ 1 hPa contains 2.14×1026 molecules per square meter.3

The mixing ratio profiles retrieved from MLS are given by

f (p) =
∑

j

f j η j (p), (A.10)

where η j(p) are the ‘basis functions’ used for representing the profile and f j are retrieved coefficients.
Putting (A.10) in (A.4) gives

N(p1, p2) = A
Mg

∫ p1

p2

∑

j

f j η j (p) dp (A.11)

= A
Mg

∑

j

f j

∫ p1

p2

η j (p) dp. (A.12)

The basis functions currently used for MLS retrievals are triangular in log p and are sketched in
figure A.1.

1The effective gravitational acceleration at Earth’s surface varies 0.5% between 9.780 m/s2 at the equator and 9.832 m/s2

at the pole, and is 9.806 m/s2 at 45◦ latitude. It also decreases 1% for each 32 km increase in height, for heights much less
than Earth’s radius. See, for example, Fleagle and Businger [1963] and Hess [1959].

2See, for example, Hess [1959].
3Note that this is independent of temperature, which determines the height thickness of the layer (through the gas law).
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j − 1

j

j + 1

0 1
η j(p)

− log10(p)

increasing
p

Figure A.1: The MLS basis functions.

The mathematical expressions for these basis functions are

η j (p) = 0 for p < p j+1 (A.13)

η j (p) = (log10 p − log10 p j+1)/1
log10 p
j+ for p j ≥ p ≥ p j+1 (A.14)

η j (p) = (log10 p j−1 − log10 p)/1
log10 p
j− for p j−1 ≥ p ≥ p j (A.15)

η j (p) = 0 for p > p j−1, (A.16)

where

1
log10 p
j+ = log10 p j − log10 p j+1 (A.17)

1
log10 p
j− = log10 p j−1 − log10 p j , (A.18)

Using (A.13)–(A.18), the integral in (A.12) can be evaluated. It is broken up into that for the
‘bottom’ portion of the basis function ranging between j − 1 and j (indicated by superscript ‘−’),
and the ‘top’ portion ranging between j and j + 1 (indicated by superscript ‘+’). We assume that the
integration limits p1, p2 occur outside the region where η j(p) is non-zero.

First, for integration over the the ‘bottom’ portion of η j (p):
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I −
j

def=
∫ p j−1

p j

η j(p) dp (A.19)

= 1

1
log10 p
j−

∫ p j−1

p j

(
log10 p j−1 − log10 p

)
dp (A.20)

= 1

1
log10 p
j− ln 10

{
ln p j−1

∫ p j−1

p j

dp −
∫ p j−1

p j

ln p dp

}
(A.21)

= 1

1
log10 p
j− ln 10

{(
p j−1 − p j

)
ln p j−1 − (p ln p − p)

∣∣∣
p j−1

p j

}
(A.22)

= 1

1
log10 p
j− ln 10

{
p j−1 ln p j−1 − p j ln p j−1 − p j−1 ln p j−1 + p j−1 + p j ln p j − p j

}

(A.23)

= 1

1
log10 p
j− ln 10

{
−p j ln p j−1 + p j−1 + p j ln p j − p j

}
(A.24)

= −p j

{
log10 p j−1 − log10 p j

1
log10 p
j−

}
+ p j−1 − p j

1
log10 p
j− ln 10

(A.25)

= −p j + 1
ln 10

1
p
j−

1
log10 p
j−

(A.26)

= −p j +
1

p
j−

1
ln p
j−

, (A.27)

where

1
p
j−

def= p j−1 − p j (A.28)

1
ln p
j−

def= ln p j−1 − ln p j . (A.29)

(A.18) has been used in (A.26), and

∫
ln p dp = p ln p − p (A.30)

has been used in (A.22), and

log10 p = ln p
ln 10

(A.31)

has been used in (A.21,A.25,A.27).
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Now integration over the the ‘top’ portion of η j (p) is performed in a similar fashion:

I +
j

def=
∫ p j

p j+1

η j(p) dp (A.32)

= 1

1
log10 p
j+

∫ p j

p j+1

(
log10 p − log10 p j+1

)
dp (A.33)

= 1

1
log10 p
j+ ln 10

{∫ p j

p j+1

ln p dp − ln p j+1

∫ p j

p j+1

dp

}
(A.34)

= 1

1
log10 p
j+ ln 10

{
(p ln p − p)

∣∣∣
p j

p j+1
−
(

p j − p j+1
)

ln p j+1

}
(A.35)

= 1

1
log10 p
j+ ln 10

{
p j ln p j − p j − p j+1 ln p j+1 + p j+1 − p j ln p j+1 + p j+1 ln p j+1

}

(A.36)

= 1

1
log10 p
j+ ln 10

{
p j ln p j − p j + p j+1 − p j ln p j+1

}
(A.37)

= p j

{
log10 p j − log10 p j+1

1
log10 p
j+

}
− p j − p j+1

1
log10 p
j+ ln 10

(A.38)

= p j − 1
ln 10

1
p
j+

1
log10 p
j+

(A.39)

= p j −
1

p
j+

1
ln p
j+

, (A.40)

where

1
p
j+

def= p j+1 − p j (A.41)

1
ln p
j+

def= ln p j − ln p j+1. (A.42)

The vertical column N j represented by a single retrieval coefficient f j is given by the j th term in
(A.12), with the integral evaluated between j + 1 and j − 1:

N j = A
Mg

f j

∫ p j−1

p j+1

η j (p) dp (A.43)

= A
Mg

f j

[
I −

j + I +
j

]
(A.44)

= A
Mg

f j

[
1

p
j−

1
ln p
j−

−
1

p
j+

1
ln p
j+

]
. (A.45)

The EOS MLS retrievals use basis functions having

1
log10 p
j+ = 1

log10 p
j− = 1

12
(A.46)

for all j . This gives

1
ln p
j+ = 1

ln p
j− = 1

12
ln 10 = 0.1919 (A.47)
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and

1
p
j− =

(
101/12 − 1

)
p j = 0.2115 p j (A.48)

1
p
j+ =

(
1 − 10−1/12 ) p j = 0.1746 p j . (A.49)

The column represented by the lower portion of the basis function is then

N−
j = A

Mg
f j I −

j (A.50)

= A
Mg

[
12

ln 10

(
101/12 − 1

)
− 1

]
f j p j (A.51)

= 0.102
A

Mg
f j p j (A.52)

= 2.18×1025 f j p j molecules/m2 (for p j in hPa), (A.53)

and the column represented by the upper portion is

N+
j = A

Mg
f j I +

j (A.54)

= A
Mg

[
1 − 12

ln 10

(
1 − 10−1/12)

]
f j p j (A.55)

= 0.090
A

Mg
f j p j (A.56)

= 1.92×1025 f j p j molecules/m2 (for p j in hPa) (A.57)

The column represented by the complete basis function, (A.45), becomes

N j = A
Mg

12
ln 10

(
101/12 + 10−1/12 − 2

)
f j p j (A.58)

= 0.192
A

Mg
f j p j (A.59)

= 4.12×1025 f j p j molecules/m2 (for p j in hPa). (A.60)

53% of the column represented by the basis function is in the lower portion and 47% is in the upper
portion.

The total vertical column represented in the currently-retrieved MLS profiles is then

N = 4.12×1025
∑

j

f j p j molecules/m2 (for p j in hPa). (A.61)

For ozone it is convenient to express the column in Dobson Units (1 DU = 2.687×1020 molecules/m2)
and the mixing ratio in ppmv (1 ppmv = 1×10−6). Equation (A.61) then becomes

DU = 0.153
∑

j

f j p j (for p j in hPa and f j in ppmv). (A.62)

The column between retrieval levels i and u is

N(pi , pu) = N+
i + N−

u +
j=u−1∑

j=i+1

N j . (A.63)
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Appendix A. Algorithms for other MLS products

If f j is a constant for all j , it can be shown that (A.63) reduces to (A.5).
The column between adjacent retrieval levels j and j + 1 is

N(p j , p j+1) = N+
j + N−

j+1 (A.64)

= A
Mg

[
1 − 12

ln 10

(
1 − 10−1/12)

]
f j p j

+ A
Mg

[
12

ln 10

(
101/12 − 1

)
− 1

]
f j+1 p j+1 (A.65)

= A
Mg

[
1 − 12

ln 10

(
1 − 10−1/12)

]
f j p j

+ A
Mg

[
12

ln 10

(
1 − 10−1/12)− 10−1/12

]
f j+1 p j (A.66)

= A
Mg

[
0.090 f j + 0.084 f j+1

]
p j , (A.67)

where p j+1 = 10−1/12 p j has been used in (A.66).
It is interesting to compare (A.67) with the approximate expression that computes the column be-

tween two levels by assuming a constant mixing ratio equal to the average of retrieved values at j and
j + 1. This approximate expression is

N(p j , p j+1) ≈ A
Mg

[
0.5 f j + 0.5 f j+1

][
p j − p j+1

]
(A.68)

≈ A
Mg

[
0.5 f j + 0.5 f j+1

][
1 − 10−1/12

]
p j (A.69)

≈ A
Mg

[
0.087 f j + 0.087 f j+1

]
p j . (A.70)

If the mixing ratio is constant between j and j + 1, then (A.70) and (A.67) give the same answer — as
they should. The error in (A.70) depends upon the the difference in f j and f j+1; worst-case error, when
either f j or f j+1 is zero, is approximately 10%.

Table A.1 summarizes expressions useful in calculating column abundances in the profiles retrieved
from MLS.

Table A.1: Some useful expressions in calculating column abundances from retrieved MLS profiles.

Column abundance Molecules/m2 (note 1) Dobson Units (note 2)

in lower portion of η j(p) 2.18×1025 f j p j 0.071 f j p j

in upper portion of η j(p) 1.92×1025 f j p j 0.080 f j p j

in all of η j (p) 4.12×1025 f j p j 0.153 f j p j

between levels j and j + 1
(
1.92 f j + 1.80 f j+1

)
×1025 p j

(
0.071 f j + 0.067 f j+1

)
p j

Note 1: f j in vmr and p j in hPa.
Note 2: f j in ppmv and p j in hPa.
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Appendix B
Content of the EOS MLS state vector

Section 3.5 discussed the construction and contents of the EOS MLS state vector. This appendix gives
full details of all the components of the state vector currently envisaged. These details can be found in
Table B.1. Some terms used in the table are defined here.

Each row of the table describes a separate component of the state vector. The first column gives
the name of the quantity (as used in the software). The meaning of the quantity is given in the second
column. The third column describes the type of the quantity. The following types are used:

Minor frame quantities such as tangent pressures have one value or set of values for each EOS MLS
minor frame.

Orbital quantities are typically represented as some function (e.g. an interpolation) of a coordinate
such as φ, possibly with some additional long-term trend superimposed.

Constant quantities are literally constant in that a single value is used for all profiles / major frames.

Atmospheric profile quantities describe vertical profiles of geophysical parameters on fixed pressure
surfaces.

Surface quantities are simply atmospheric quantities on one particular pressure surface.

The fourth column describes the units for the quantity, and the last column describes the expected usage
of the quantity.

Retrieved quantities are routinely retrieved in the MLS data processing (though not necessarily in all
phases.)

Derived quantities are derived from other (typically retrieved) quantities in the state vector. For exam-
ple column abundances of ozone are derived from the retrieved ozone profile.

Constrained quantities are, as the name implies, constrained to an a priori value. However, in most
cases errors are not propagated for these quantities.

Characterized quantities are constrained (as above) in routine processing. However, these quantities
have sufficient impact on the direct measurements that their values could be retrieved in ‘off-line’
studies undertaken to characterize the instrument. These ‘optimal’ values can then be constrained
in production processing.
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Appendix C
Details of formulae used in this document.

C.1 Calculus of vectors and matrices

Many of the manipulations in retrieval theory involve differentiating an expression with respect to a vec-
tor quantity. If the expression is a scalar, a vector of derivatives is obtained, each element representing
the derivative of the scalar with respect to the corresponding element of the vector, as in

[
∂a
∂x

]

i
= ∂a

∂xi
. (C.1)

The derivative of a vector quantity with respect to another vector quantity can be represented by a matrix,
according to

∂y
∂x

= Di j = ∂yi

∂x j
. (C.2)

One can also construct vector equivalents for the various rules commonly associated with scalar
calculus. In the following derivations consider vectors x and y, with y depending on x according to
D = ∂y/∂x. Many of the retrieval theory calculations involve evaluating expressions such as

∂

∂x
Ay, (C.3)

where A is a constant matrix. In order to evaluate these, it is necessary to consider individual compo-
nents of the result.

[
∂

∂x
Ay
]

i j
= ∂

∂x j

∑

k

Aik yk =
∑

k

Aik
∂yk

∂x j
=
∑

k

Aik Dkj = [AD]i j . (C.4)

Another identity, involving the derivative of a scalar quantity with respect to a vector, is also common
in retrieval problems. Again, the solution is easily found by considering components:

[
∂

∂x
yTAy

]

i
= ∂

∂xi

∑

j k

y j A j k yk =
∑

j

∂y j

∂xi
A j k yk + y j A j k

∂yk

∂xi
. (C.5)

A little thought is required before this expression can be recast into a matrix; several possible expressions
result, one of which is

∂

∂x
yTAy = DTATy + DTAy. (C.6)

C.2 Details of the incremental information content calculation

Section 4.4.3 introduced the concept of ‘information content’ of a system, being related to the de-
terminant of the covariance matrix. Computing the determinant of a matrix is an inherently unstable
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C.3. Computing ‘expected’ and ‘minimum’ χ 2 values.

calculation1 ; instead a method is derived here that computes the information content by considering the
incremental improvements made by introducing individual measurements one by one.

The incremental information content calculation is described in Rodgers [1996]; the derivation is
summarized here for clarity, and to set it in the context of the MLS case.

Equation 3.14 gave the covariance of the retrieved state vector as Sx =
[
S−1

a +∑
i KT

i S−1
i Ki

]−1
(we

are neglecting the Tikhonov smoothing terms for simplicity here). In this case we consider systems with
only one measurement vector; this gives the covariance as

Sx =
[
S−1

a + KTS−1
y K

]−1
. (C.7)

It can be shown (through a somewhat complex series of manipulations, see Rodgers [2000]) that this is
equivalent to

Sx = Sa − SaKT [KSaKT + Sy
]−1 KSa. (C.8)

Now consider the case where the measurement covariance matrix Sy is diagonal, and the measurements
are entered sequentially as scalar values with variances σ 2

j . In this case, Equation C.8 can become an
iterative expression

S( j)
x = S( j−1)

x −
S( j−1)

x kT
j k jS

( j−1)
x

k jS
( j−1)
x kT

j + σ 2
j

= S( j−1)
x

[
In −

kT
j k j S

( j−1)
x

k j S
( j−1)
x kT

j + σ 2
j

]
, (C.9)

where S j
x is the covariance of the solution after introducing measurement j with S(0)

x = Sa, and k j is the
weighting function for the j th measurement, i.e. the j th row of K.

The additional information contributed by measurement j is, from Equation 4.8, given by

δH j = 1
2

log2

∣∣S( j−1)
x

∣∣− 1
2

log2

∣∣S( j)
x
∣∣ , (C.10)

which, when applying the identities |AB| = |A||B| and
∣∣I + abT

∣∣ = 1 + bTa, where a and b are column
vectors, gives

δH j = −1
2

log2

[
1 −

kT
j S

( j−1)
x k j

kT
j S( j−1)

x k j + σ 2
j

]
= 1

2
log2

[
1 +

kT
j S

( j−1)
x k j

σ 2
j

]
. (C.11)

This calculation is significantly more stable and also more efficient than computing the full determinant
of the solution covariance.

C.3 Computing ‘expected’ and ‘minimum’ χ 2 values.

Equation 3.4 defined χ 2 as

χ2 =
∑

i

[yi − fi(x)]T S−1
i [yi − fi(x)] .

1The determinant is the product of the eigenvalues of the matrix, consider the case of a 100×100 matrix whose eigen values
are ∼ 10−6. This would have a determinant of 10−600 — too small to be represented on most computer architectures.
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Appendix C. Details of formulae used in this document.

For clarity in this discussion, rather than breaking out the a priori and smoothing terms, or having a
sum over a series of measurement vectors, we will collapse all our measurements, both real and virtual,
together into one large measurement vector. This equates to stacking all the K i matrices together into
one large long thin matrix. Thus χ 2 is given by

χ2 = [y − f]T S−1
y [y − f] . (C.12)

Let us assume that a step x → x + δ is being considered in the minimization. Let us also define
1 = (y − f), giving χ 2 = 1TS−1

y 1. The Gauss-Newtonian iteration with the Marquardt-Levenberg
approach would define δ as

δ =
[
λI + KTS−1

y K
]−1 KTS−1

y 1, (C.13)

where λ is the Marquardt-Levenberg scalar. In the assumption that the system is linear, one would
expect the vector f to change by Kδ. This would modify χ 2 to

χ̂2 = [1 − Kδ]T S−1
y [1 − Kδ] (C.14)

Expanding this out we obtain

χ̂2 = 1TS−1
y 1 − 1TS−1

y Kδ − δTKTS−1
y 1 + δTKTS−1

y Kδ

= χ2 − 2δTKTS−1
y 1 + δTKTS−1

y Kδ. (C.15)

This can be computed efficiently by the software because the vector KTS−1
y 1 and the matrix KTS−1

y K
has been computed as part of the formation of the normal equations.

The χ2 expected at the minimum were the system linear is simply given by the above expression
with λ = 0. Expanding δ and simplifying we find the pleasingly simple result:

χ̂2 = χ2 − 21TS−1
y KT [KTS−1

y K
]−1 KTS−1

y 1+
1TS−1

y KT [KTS−1
y K

]−1 KTS−1
y K

[
KTS−1

y K
]−1 KTS−1

y 1

= χ2 − 1TS−1
y KT [KTS−1

y K
]−1 KTS−1

y 1

= χ2 − δTKTS−1
y 1 (C.16)
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Appendix D
Notation conventions.

While the use of a consistent notation convention is desirable, it should not be achieved at the expense
of reduced clarity. It would be inappropriate, for example, to use any character other than g to describe
the acceleration due to gravity. Hence, while there are exceptions to these conventions, in general the
rules hold throughout the document.

Scalars: Scalars are represented by italic characters, e.g. α, i, n, M .

Vectors: Vectors are shown as bold lower case characters, such as x. To describe individual elements of
a vector, the corresponding italic character is subscripted, so [x]i = xi . Where the bold character
is subscripted with an italic index, this indicates a specific vector from a set of vectors. So y i is
the i ’th measurement vector.

Matrices: Bold upper case characters indicate matrices (e.g. A). Again, subscripts on corresponding
italic characters indicate individual elements, so [A]i j = Ai j . Also, as before, where the bold
character is subscripted, this indicates a particular matrix in a family of matrices (so K i is the
i ’th weighting function matrix.) In the case of covariance matrices, bold subscripts are used to
indicate the covariance of a particular vector, thus Sx is the covariance of x (Si is a shorthand for
Syi .)

Subscripts: In order to improve clarity, latin characters are typically used to subscript quantities in state
space, with Greek characters subscripting measurement space quantities, thus Kαi = ∂yα/∂xi .

Iterative processes: In iterative process, the value of a quantity for a particular iteration is indicated by
a parenthetical superscript, thus x(r+1) = x(r) + . . ..

Minor frame quantities: It can often be useful to distinguish ‘atmospheric’ quantities from ‘instru-
mental’ ones. In most cases the atmospheric quantities are represented by profiles on fixed pres-
sure surfaces. Instrumental quantities are typically dependent on the minor frame (i.e. radiance
integration period). Where such distinction is useful, minor frame quantities are indicated by
an arrow placed over the symbol. For example the tangent point pressure for minor frame i is
indicated by Eζi .

Subvectors and submatrices: Much of this work deals with subsections of matrices and vectors. These
are indicated with bracketed subscripts. Examples of these are x[ j ], the j ’th subvector of x, and
K[αi], the matrix ∂y[α]/∂x[i]

Scaled quantities: The˜ symbol is used to indicate quantities that have been scaled for numerical
stability. Thus x̃ represents the scaled state vector.

Linerization points: Where a linearization point has been chosen for the system the ? superscript is
used to indicate the use of linearized values. So, for example y ' y? + K? [x − x?].
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Appendix E
EOS MLS signal designation nomenclature

E.1 Motivation

The EOS MLS instrument contains seven radiometers observing five different spectral regions. The
signals from these radiometers are subdivided into multiple bands, each of which is observed by a
different spectrometer. The instrument contains a switch network that allows most spectral bands to be
observed by one of two different spectrometers (or in many cases, both simultaneously). This switch
network is present to provide both flexibility for power saving modes of instrument operation, and some
redundancy.

The complexity of this system is such that a complete nomenclature scheme is essential for a clear
understanding of the instrument. Such a system has been devised with the intention that it is used in all
the aspects of the instrument and software, from hardware drawings to science data processing software.

E.2 The nomenclature scheme

The scheme consists of up to five fields, in the form

<Radiometer>.<Band>.<Switch>.<Spectrometer>.<Channel>

Such a specification has many useful properties; in particular, fields can be ignored if they are not
relevant to the specification. For example, in the Level 2 software, the user could specify that ozone
is to be retrieved from R2:190.B6F:O3, without needing to specify a switch and/or spectrometer, as
either of the two alternatives will be appropriate.

Earlier fields can also be ignored. For example, the instrument command and data handling system
will typically only considers the channel and spectrometer fields, as the switch, band and radiometer
information are of little relevance to instrument data handling activities.

The following subsections explain each of the fields in the specification.

E.2.1 Radiometers

The instrument consists of seven radiometers, measuring five different spectral regions. These are called
R1A, R1B, R2, R3, R4, R5H and R5V. R1A and R1B are redundant 118 GHz radiometers. R5H and
R5V are alternate polarizations of the 2.5 THz signal. As a courtesy to the reader, the radiometer field
can also contain an indication of the frequency, separated from the number by a colon. Thus the full
names for the radiometers are: R1A:118, R1B:118, R2:190, R3:240, R4:640, R5H:2T5, and
R5V:2T5. The frequency information can be omitted, but if present it shall be correct.

E.2.2 Bands

The MLS spectral bands are numbered sequentially throughout the instrument; the numbering does not
restart at one for each new radiometer. The band specification begins with the letter B, followed by the
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E.3. The valid MLS signals

number of the band. Following that, there is an optional character indicating whether the upper (U) or
lower (L) sideband of the radiometer is being considered. If this is omitted, a ‘folded’ measurement
is assumed. Following this optional character is a compulsory one indicating the type of spectrometer
used for this band. Thus, F indicates a standard 25 channel filter bank, M a ‘mid-band’ 11 channel filter
bank, D a digital autocorrelator spectrometer, and W a set of four individual wide filters.

Following this (separated by a colon) there can be additional courtesy information to the user de-
scribing the primary target of the band (e.g. O3 for ozone, PT for temperature/pressure.)

E.2.3 Switch

Nearly all of the MLS spectral bands can be routed to one or two different spectrometers through a
switch network. Most bands have a direct route to a spectrometer through no switch; this is designated
by S0. Alternatively, most bands can be routed to an alternative spectrometer through one of five
switches; such cases are designated S1· · ·S5.

E.2.4 Spectrometer

Following the switch field, the spectrometer type and number is indicated. The instrument contains four
types of spectrometers. There are nineteen ‘standard’ 25 channel filter banks, designated FB25-1 · · ·
FB25-19; five ‘mid-band’ 11 channel filter banks (MB11-1 · · · MB11-5); four digital autocorrelation
spectrometers (DACS-1 · · · DACS-4); and three sets of 4 individual wide filters (WF4-1 · · · WF4-3.)

E.2.5 Channels

Channels are simply specified by a C, followed by a number. Channels are numbered from one, except
in the DACS where the numbering starts from zero.

E.2.6 General comments

This nomenclature system deliberately contains much redundancy designed to improve clarity; however,
it may be trimmed down if the user wishes.

• Radiometers may be specified without their frequency information.

• Bands may be specified without their intended target, or upper/lower sideband information.

• The switch and spectrometer information are redundant; thus one may be omitted if desired.

• If a band is specified the radiometer specification is redundant and may be omitted. This is
discouraged, however, as clarity is lost.

E.3 The valid MLS signals

Tables E.1 and E.2 list all the various radiance signals that can be measured by EOS MLS.
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Appendix E. EOS MLS signal designation nomenclature

Table E.1: The nominal MLS measurement set.
Radiometer Band Switch Spectrometer Channels
R1A:118 . B1F:PT . S0 . FB25-1 . C1· · ·C25
R2:190 . B2F:H2O . S0 . FB25-2 . C1· · ·C25
R2:190 . B3F:N2O . S2 . FB25-3 . C1· · ·C25
R2:190 . B4F:HNO3 . S0 . FB25-4 . C1· · ·C25
R2:190 . B5F:CLO . S0 . FB25-5 . C1· · ·C25
R2:190 . B6F:O3 . S0 . FB25-6 . C1· · ·C25
R3:240 . B7F:O3 . S0 . FB25-7 . C1· · ·C25
R3:240 . B8F:PT . S3 . FB25-8 . C1· · ·C25
R3:240 . B9F:CO . S0 . FB25-9 . C1· · ·C25
R4:640 . B10F:CLO . S0 . FB25-10 . C1· · ·C25
R4:640 . B11F:BRO . S0 . FB25-11 . C1· · ·C25
R4:640 . B12F:N2O . S4 . FB25-12 . C1· · ·C25
R4:640 . B13F:HCL . S0 . FB25-13 . C1· · ·C25
R4:640 . B14F:O3 . S0 . FB25-14 . C1· · ·C25
R5H:2T5 . B15F:OH . S5 . FB25-15 . C1· · ·C25
R5H:2T5 . B16F:OH . S0 . FB25-16 . C1· · ·C25
R5H:2T5 . B17F:PT . S0 . FB25-17 . C1· · ·C25
R5V:2T5 . B18F:OH . S0 . FB25-18 . C1· · ·C25
R5V:2T5 . B19F:OH . S0 . FB25-19 . C1· · ·C25
R1A:118 . B22D:PT . S1 . DACS-1 . C0· · ·C128
R2:190 . B23D:H2O . S0 . DACS-2 . C0· · ·C128
R3:240 . B24D:O3 . S0 . DACS-3 . C0· · ·C128
R3:240 . B25D:O3 . S0 . DACS-4 . C0· · ·C128
R2:190 . B27M:HCN . S0 . MB11-1 . C1· · ·C11
R4:640 . B28M:HO2 . S0 . MB11-2 . C1· · ·C11
R4:640 . B29M:HOCL . S0 . MB11-3 . C1· · ·C11
R4:640 . B30M:HO2 . S0 . MB11-4 . C1· · ·C11
R4:640 . B31M:BRO . S0 . MB11-5 . C1· · ·C11
R1A:118 . B32W:PT . S0 . WF4-1 . C1· · ·C4
R3:240 . B33W:O3 . S0 . WF4-2 . C1· · ·C4
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E.3. The valid MLS signals

Table E.2: The alternate MLS measurement set.
Radiometer Band Switch Spectrometer Channels
R1A:118 . B1F:PT . S3 . FB25-8 . C1· · ·C25
R1B:118 . B21F:PT . S4 . FB25-12 . C1· · ·C25
R1B:118 . B21F:PT . S3 . FB25-8 . C1· · ·C25
R2:190 . B2F:H2O . S2 . FB25-3 . C1· · ·C25
R2:190 . B4F:HNO3 . S2 . FB25-3 . C1· · ·C25
R2:190 . B5F:CLO . S2 . FB25-3 . C1· · ·C25
R3:240 . B7F:O3 . S3 . FB25-8 . C1· · ·C25
R3:240 . B8F:PT . S2 . FB25-8 . C1· · ·C25
R3:240 . B9F:CO . S3 . FB25-8 . C1· · ·C25
R4:640 . B13F:HCL . S4 . FB25-12 . C1· · ·C25
R4:640 . B14F:O3 . S4 . FB25-12 . C1· · ·C25
R5H:2T5 . B16F:OH . S5 . FB25-15 . C1· · ·C25
R5H:2T5 . B17F:PT . S5 . FB25-15 . C1· · ·C25
R5V:2T5 . B18F:OH . S5 . FB25-15 . C1· · ·C25
R5V:2T5 . B19F:OH . S5 . FB25-15 . C1· · ·C25
R5V:2T5 . B20F:PT . S3 . FB25-8 . C1· · ·C25
R5V:2T5 . B20F:PT . S5 . FB25-15 . C1· · ·C25
R1B:118 . B26D:PT . S1 . DACS-1 . C0· · ·C128
R1B:118 . B34W:PT . S0 . WF4-3 . C1· · ·C4
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Appendix F
Some notes on the Gauss Newton minimizer

This appendix constitutes some notes on the implementation of the Gauss-Newton minimizer used in
the Level 2 software, with a particular focus on strategies for choosing the Marquardt-Levenberg pa-
rameters. The notes were written by Fred Krogh, the author of the Gauss-Newton code that is invoked
in the Level 2 software.

F.1 Introduction

We wish to minimize ϕ = 1
2 ||f(x)||2. Some components of f are of the form m(x, p) − b(p), where m is

given function of the unknown vector x, and we have observations b(p) for given values of the known
vector p. There are similar a priori components that are not based on actual observed values, but rather
on average values from past observations. Still other components come from Tikonov regularization.
These components of f have the form Dx = 0, where D is a difference operator over a subset of the x i .
In this note we are neglecting the scaling that applies to these various parts.

The gradient of ϕ is given by g = J T f where J = ∂f/∂x. A Newton method finds a local minimum
of ϕ by iteratively solving the system (∂g/∂x) δx = −g, that if convergent will result in satisfying our
goal of having g = 0.

This Newton method requires forming ∂g/∂x i = J T ∂f/∂xi + (∂ J T /∂xi)f, i = 1, . . . , n. The second
term in this expression is significantly more work to obtain than the first, and when dropped in the
computations, the method is referred to as a Gauss-Newton method. This method works very nearly as
well as the full Newton method if ϕ is sufficiently small at the solution, or f has small second derivatives.

The Gauss-Newton method is thus given by the iteration J T
k Jkδxk = −J T

k fk , xk+1 = xk + δxk . With
either this or the full Newton method, the iterates are likely to diverge due to nonlinearities in g. The
Levenberg-Marquardt method reduces the size of δxk by minimizing on each step 1

2 ||fk + Jkδxk ||2 +
1
2λ||δxk ||2 for a choice of λ that gives a change small enough so that f is adequately approximated by a
linear function.

Almost all books and papers that discuss this method recommend choosing λ large enough to get a
decrease in ||f||. Thus if a given λ results in ||fk+1|| ≥ ||fk ||, the solution is redone with a larger value
for λ or something else is done to use a smaller δx. In Hanson and Krogh [1992] a number of principles
are given for deciding how big a move is desirable when solving a nonlinear least squares problem. The
most important principle is to allow for ||f|| to increase. Of course if this is done, some means must be
available to keep things from getting out of hand.

The basic idea is to allow for arbitrarily large increases in ||f|| as long as there is a solution to the
current linearization of the problem within a neighborhood of the current point that gives a better result
than the best seen so far. The size of this neighborhood is then decreased as long as no improvement
is observed. Thus ultimately either we get a new best result or the size of the neighborhood shrinks to
the point where the linearized problem no longer gives an improvement over the best seen before. In
practice when the latter case occurs, it tends to occur early. The method for selecting a value for λ to
get a move of a given size is given in Moré and Sorensen [1983].
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F.2. Determining When to Return to a Best x

F.2 Determining When to Return to a Best x

Upon getting a new ϕ, and the value to be used for λ when the last ϕ was not the best seen to date we
need to decide whether to give up on the current branch. Using variable names from the code DNWT,

FN
√

2ϕ = ||f||.
FNB The smallest value for FN seen so far.
FNMIN The residual after solving the linear problem, including the contribu-

tion of the Levenberg Marquardt stabilization to the residual, see ρ

below.
FNXE ρ2 −λ||δx||2, i.e. the value for ||f||2 that would be expected on the next

iteration if f were a linear function.

The variable FNXE is needed to decide if we should give up and is also used to decide if behavior is
sufficiently linear to justify using a larger neighborhood. Consider the least squares problem

[
J√
λI

]
δx ∼=

[−f
0

]
≡

[
U
0

]
δx ∼=

[−̂f
ρ

]
(F.1)

where an orthogonal matrix Q is used to triangularize the augmented matrix
[

J −f√
λI 0

]
.

The normal equations can be looked at similarly.
[
J T J + λI

]
δx = −J T f ≡ U T Uδx = −J T f = −U T f̂, (F.2)

where in this case U is obtained using a Cholesky factorization. If row signs are changed in Eq. (F.1) to
make the diagonal entries of U positive the matrices are identical. Since the Cholesky factorization is
both cheaper and significantly easier to code in this application it is the approach used.

Clearly, ρ2 = ||f||2 − ||̂f||2, and f̂ is given by U −T (−J T f), a quantity that is needed when solving
for δx, and ρ2 is the value expected for ||f||2 + λ||δx||2, since δx is set to make f̂ = 0. Thus we have the
data necessary to compute FNXE = ρ2 − λ||δx||2. If FNXE> FNB2 then the current branch is discarded
and the code makes a gradient move from the point that generated the value of FNB.

There is another rule that can cause the code to give up as well. If we have gotten an improvement
in FN on the last iteration, but not a new best, and we have used as small a λ as a the lower limit allowed,
and the angle between the current and previous corrections is not too big, then it is assumed that current
convergence is too slow and the code goes back to the previous best solution to continue the iterations.

F.3 Selecting λ

The code has so many decision points that it is very difficult to write down in any intelligible way how
λ is selected. Generally speaking, it is made smaller when we get a new best, and bigger when things
are not going well. The code gets more optimistic about taking big moves when the current correction
to x is close being a multiple of the previous one, and more conservative when the current correction is
in a very different direction.

The code makes use of a “relative” λ, that is one that is multiplied by a norm of J , as well as λ. It
also maintains a minimal value for λ that is set to 0 on a new best, and is increased when things do not
appear to be going well.

The FNXE above is only part of the story. This variable is also set to 1
2 ||f||2. FNXE can also be set

one other way after gradient moves.
The code assumes good linear behavior if ||f||2 < 1.125 ∗ FNXE, where in most cases this FNXE is

1
2 ||f||2 from the previous evaluation.
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